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Quantum computers: 
game changers in the 
field of computing
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Hard problems 
(NP hard)

Quantum 
easy

Factoring 

Simulating quantum 

mechanics

Easy problems 
(polynomial)

Quantum computing is not 

just a faster or better version 

of classical systems—it is 

an entirely new branch of 

computing.

Quantum computing follows 

the laws of nature to represent 

data in ways that mimic the 

randomness and unpredictability 

of the natural world.

Ultimately, GPUs and classical 

hardware are not built for this.
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Application use 
cases for quantum 
computing

Simulating nature 
➢ Batteries
➢ Solar cells
➢ Catalysts
➢ Drug discovery
➢ High-energy physics

Mathematics and processing data 
with complex structure
➢ Factorization
➢ Unstructured search
➢ Classification problems

Search and optimization
➢ Logistics
➢ Electronic design
➢ Finance

Quantum-centric Supercomputing for 
Materials Science: A Perspective on 
Challenges and Future Directions
https://arxiv.org/abs/2312.09733

Quantum Computing for High-Energy 
Physics: State of the Art and 
Challenges 
https://arxiv.org/abs/2307.03236

Quantum optimization: Potential, 
challenges, and the path forward 
https://arxiv.org/abs/2312.02279

Towards quantum-enabled cell-
centric therapeutics
https://arxiv.org/abs/2307.05734
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Quantum Algorithms:

within reach

Quantum Phase Estimation

QPE can be used for general eigenvalue 

problems such as finding energy states.

Grover’s Search

General search algorithm with 

polynomial speed-up.

Caveats: requires quantum 

oracle construction

Quantum Fourier Transform

General subroutine used in 

other quantum algorithms (e.g. 

Schor) for Fourier analysis and 

period-finding.

IBM Quantum 6

HHL

Useful for solving problems 

described by a linear system of 

equations, such as in machine 

learning and engineering.

Caveats: only sparse systems

Chemistry
ML

ML Optimization

Physics
Physics



Quantum 
Algorithms:
implementable 
today

Sample-based Quantum 

Diagonalization (SQD)

Solve eigenvalue problems by 

using quantum computer to 

sample from a quantum state, 

then using classical HPC to 

recover valid configurations 

and diagonalize in reduced 

subspace.

Krylov Subspace Methods

Solve many-body eigenvalue 

problems using combination of 

quantum computer and 

classical computer with 

subspace methods.

Variational Quantum 

Eigensolver (VQE)

Useful for eigenvalue problems 

described by or mapped to a 

Hamiltonian operator

Caveat: poor scaling for large 

Hamiltonians. Consider SQD.

Time evolution (Trotterization)

Dynamics simulation over time 

of a quantum mechanical 

system described by a 

Hamiltonian operator. Includes 

real-time and imaginary time 

(QITE) algorithm variants. 

Quantum Kernel Estimation

Leverage quantum-enhanced 

feature space for machine 

learning methods such as 

support vector machines and 

clustering

Quantum Approximate 

Optimization Algorithm (QAOA)

Useful for solving 

combinatorial quadratic 

optimization problems that can 

be mapped to the Ising 

Hamiltonian

IBM Quantum 7
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The era of 
quantum utility
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Quantum computer

Classical computer

Utility
We are here
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A noisy quantum computer 
produces accurate 
expectation values 
on 127 qubits and 2880 
gates, outside of brute force 
classical computation.

Y. Kim, A. Eddins, et al, Nature. 618, 500–505 (2023)

© 2025 IBM Corporation
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All circuits can 
be brute force 
run on classical 
hardware   

Only approximate classical 
solutions exists and is the 
regime for exploring quantum 
advantage

Era of fault tolerance

Quantum Utility 

© 2025 IBM Corporation 10



Characterizing quantum processors using 
discrete time crystals
arXiv:2301.07625
80 qubits

Uncovering Local Integrability in Quantum 

Many-Body Dynamics 

arXiv:2307.07552

124 qubits

Efficient Long-Range Entanglement using 

Dynamic Circuits

PRX Quantum 5, 030339 (2024)

101 qubits

Quantum Simulations of Hadron Dynamics in the 

Schwinger Model using 112 Qubits

Phys. Rev. D 109, 114510 (2024)

112 qubits

Unveiling clean two-dimensional discrete time 

quasicrystals on a digital quantum computer

arXiv:2403.16718

133 qubits
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tion requires n + 1 measurements, n + 6 CNOT gates, and 5
feed-forward operations divided across two sequential steps.
Notably, as most qubits are projectively measured early in the
circuit, the idling error should be low. Thus, we expect this
shallow implementation with dynamic circuits to be advanta-
geous over its unitary counterpart, especially for large n.

FIG. 2. CCZ with (a) unitary circuit and (b) a dynamic circuit over

long ranges.

I I I . STATE PREPARATION: GHZ

Dynamic circuits can also beused to prepare long-rangeen-
tangled states. A prototypical example is the GHZ state [3],
shown schematically in Fig. 3(a). While it can be created us-
ing only Clifford gatesand thuscan besimulated efficiently on
a classical computer [32], it becomes non-simulatable when
followed by a sufficient number of non-Clifford gates in a
larger algorithm, or when inserted as a crucial ingredient in
e.g. efficient compilation of multi-qubit gates [33, 34].

Here, we show that GHZ states with long-range entangle-
ment can be prepared with dynamic circuits. Although we
do not see a clear advantage of dynamic circuits over unitary
onesin thiscase, weprovideadetailed description of thechal-
lenges that must be addressed to realize such an advantage.

For preparation of a GHZ state on a 1D n-qubit chain, in
Fig. 3, we show the equivalence between the unitary circuit
(left) and dynamic circuit (right). (For a detailed derivation,
see Appendix A 2.) Notably, the unitary equivalent has a two-
qubit gate depth that scales as O (n) with quadratically in-
creasing idle time and n − 1 total CNOT gates, while the
depth of the dynamic circuits remains constant with linearly

increasing idle time, 3n/ 2− 1 total CNOT gates, and n/ 2− 1
mid-circuit measurements (see Fig. 3(c)). The dynamic cir-
cuit incurs less idle timeand fewer two-qubit gatedepth at the
cost of increased CNOT gates and mid-circuit measurements.
Therefore, we expect dynamic circuits to be advantageous for
large system sizes n and low errors in mid-circuit measure-
ment. For a more detailed analysis of the error budget, see
Appendix D 1.

We explore whether current large-scale superconducting
quantum devices enable an advantage with dynamic circuits
for preparation of theentangled GHZ state. To efficiently ver-
ify the preparation of a quantum state σ, we use the Monte
Carlo statecertification that samples from Pauli operatorswith
non-zero expectation values, as implemented in Ref. [27] and
described in detail in Appendix C1. As the n-qubit GHZ
state is a stabilizer state, we can randomly sample m of the
2n stabilizers { Si } i = 1..2n and approximate the fidelity by

F = 1
m

P m
k= 1hSk i σ + O

⇣
1p
m

⌘
.

Theexperimental resultsof GHZ statepreparation with uni-
tary and dynamic circuits are shown in Fig. 3(d). They all
include measurement error mitigation on the final measure-
ments [35]. On the left, we show the results without dynami-
cal decoupling. In the unitary case, we observe genuine mul-
tipartite entanglement, defined as state fidelity F > 0.5 [36],
within aconfidence interval of 95% up to 7 qubitswith arapid
decay in fidelity with increasing system size due to coherent
errors in two-qubit gates and ZZ crosstalk errorsduring idling
time [37]. In the dynamic case, we observegenuine entangle-
ment up to 6 qubits. Here, we do not find a crossover point
after which dynamic circuits have an advantage over unitary
circuits. We attribute the performance of dynamic circuits to
several factors, including the fact that the current implemen-
tation results in an average classical feedforward time that
scales with the number of potential mid-circuit measurement
bitstring outcomes, which itself growsexponentially with sys-
tem size. By reducing the error induced by idle time during
classical feedforward, we expect dynamic circuits to surpass
unitary circuits at &10 qubits—we can see this by studying
the post-processing case, which is equivalent to the dynamic
circuit implementation except that the classical logic is exe-
cuted in post-processing, not during execution of thequantum
circuit itself. We expect the exponential scaling of classical
feedforward time to bereduced to linear or constant scaling in
the near term.

On the right of Fig. 3(d), weshow the results using dynam-
ical decoupling (DD) [38, 39]. We observe improved fideli-
ties for both the unitary and dynamic circuit cases, but not for
the post-processing case as there is little error induced by idle
times to quench with dynamical decoupling in the first place.
For the unitary case, we observe genuine multipartite entan-
glement up to 17 qubits, morethan twiceasmany compared to
theunmitigated unitary case. This result isclose to thestateof
the art on superconducting quantum processors and is limited
by the fact that we do not leverage the 2D connectivity of the
device, as in Ref. [40]. While the fidelities are improved with
DD for dynamic circuits, the improvement is less dramatic.
We attribute this difference to two reasons: First, the unitary
circuit hasaquadratic idling error term in contrast to aleading

Towards a universal QAOA protocol: Evidence of 

quantum advantage in solving combinatorial 

optimization problems

arXiv:2405.09169

109 qubits
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the given layout that swing the average lower. As an ex-
ample, in Fig. (4) we plot the single-qubit polarizat ion
values for the qubits comprising layout 8 in Fig. (3). It is
clear that two qubits, Q15 and Q18, fail to perform even
a single meaningful oscillat ion, and thus great ly dimin-
ish the visibility of the set as a whole. Once again, this
agrees with the calibrat ion data, Fig. (5), where two out
of the four CNOT gates in the layout failed calibrat ion
due to their large error rates. Layout 3 also covers Q15
and Q18, see Fig. (1), and shows even lower cycle visibil-
ity, suggest ing there are addit ional faulty qubits in that
set . That individual qubits can be corrupted without af-
fect ing the layout as a whole is a direct result of noise
localizat ion in many-body localized systems; qubits are
primarily sensit ive to only those noise sources that act
direct ly on the qubit itself. A simulat ion of this noise
localizat ion is given in App. (A). From Eq. (2), our char-
acterizat ion based on average number of visible cycles
can be approximately viewed as the average of the in-
verse gate errors act ing on individual qubits in a layout ,
with each component weighted by a term proport ional to
the qubit readout error.

Although much of the DTC characterizat ion perfor-
mance corresponds well to device calibrat ion data, this is
not universally the case. For example, layout 4 in Fig. (1)
covers a sect ion of the Auckland system with error rates
well below the device average [see Fig. (5)], yet the DTC
characterizat ion in Fig. (3) reveals that this sect ion of
the chip performs poorly, failing to achieve double-digit
numbers of visible cycles; system data derived from one-
and two-qubit calibrat ions can fail to capture real-world
performance. This underscores the need for character-
izat ion methods like DTC in evaluat ing the quality of
quantum systems.

Having examined DTC characterizat ion of a single
quantum system, we now turn to performance compar-

A
m

p
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u
d

e

FIG. 3: Mean amplitude of layouts in a covering set ,
Fig. (1), as a funct ion of the number of DTC cycles on
the 27-qubit IBM Quantum Auckland system. Dashed
horizontal line shows the 2/ e threshold for visibility.

FIG. 4: Qubit polarizat ion per cycle from Fig. (3) for
qubits [10, 12, 15, 18, 17] forming layout 8.

isons across mult iple quantum processors. We repeat the
same characterizat ion performed on the Auckland device
across a wide range of compat ible IBM Quantum systems
with the results presented in Fig. (6). The same covering
set as Auckland was used for all 27-qubit machines, while
a new covering set was generated for other unique system
topologies. Figure (6) shows that , like the earlier results
on Auckland, there is a large variability in device perfor-
mance on systems with 27+ qubits, where there is lit t le
overlap between the individual layouts within the cover-
ing sets. Many processors include subgraphs with visibil-
it ies in the single-digits indicat ing that a wide range of
systems have one or more qubits with st rong local noise
that can great ly shift the mean cycle visibility lower at
the granularity considered here. The systems with lay-
outs support ing the largest visible cycles, the Kyiv and
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FIG. 5: Error map for the 27Q IBM Quantum
Auckland system generated from calibrat ion data taken

on October 31, 2022. Edges of the graph colored red
indicate CNOT gates that failed the calibrat ion

procedure; nominally a signature of gates with outsized
error rates.

Simulating large-size quantum spin chains 

on cloud-based superconducting quantum 

computers 

Phys. Rev. Research 5, 013183 (2023)

102 qubits

(a) (b)

Figure 1: Variational Ansatz, layout of a 102-qubit quantum computer, and simulation results of the Ansatz. (a)

The variational Ansatz structure, (b) the layout of the 127-qubit ibm_washington backend, where a chain of 102

qubits is illustrated by the thick, shaded line.

rate observable values, such as the energy of the

simulated quantum states. So far, most experi-

ments with quant itat ively accurate results have

been limited to small numbers of qubits, around

ten or below [9, 10, 11, 12, 22], with a few oth-

ers reaching beyond twenty [15, 23]. None of

them has demonstrated accurate results over a

wide range of system sizes with the same model

and across different devices. There are also chal-

lenges to overcome for large-scale experiments

(around or over one hundred qubits) with use-

ful outcomes, including the need for high-fidelity

gates and readout as well as scalable and effica-

cious approaches to mit igat ing the effects of noise

and errors on the measured observables.

In this work, using nine dist inct cloud quan-

tum computers, wepresent realizat ionsof approx-

imate ground states (GS) of spin chains having

nineteen different system sizes, ranging from 4

to 102 qubits. To dist inguish our work from ex-

periments performed on in-house devices or cus-

tomized physical apparatuses, we shall refer to

our use of third-party hardware as ‘cloud experi-

ments,’ as well as to make a dist inct ion from nu-

merical simulat ions. We report the extracted GS

energies, accurate to within a few percent level

of error, including the inference of the energy

density in the thermodynamic limit from these

values. We emphasize that these cloud exper-

iments are not equivalent to numerical simula-

t ions, as the actual devices have substant ial noise

and errors and devices’ condit ion can drift over

t ime, and somet imes the same submit ted jobs

can fail. Nevertheless, cloud-based experiments

offer a new paradigm for research and develop-

ment . To achieve our accurate results, we have

designed a physics-mot ivated variat ional Ansatz,

and developed efficient approaches for measuring

energies. We have ut ilized our improved, scal-

able, mit igat ion methods to extract accurate GS

energy values for large systems, despite the pres-

ence of noise and errors in the gates and the read-

out . The int roduct ion of a reference state in the

zero-noiseextrapolat ion (rZNE) substant ially im-

proves the accuracy of the results. In addit ion,

we have used our procedure to measure the ener-

gies of several Ansatz states that have randomly

chosen parameters, and obtained accurate mit i-

gated energy values. Our work thus establishes a

simple–yet substant ially improved–quantum vari-

at ional protocol with mit igat ion, and paves the

way for massive use of large NISQ computers for

fundamental physics studies of many-body sys-

tems, as well as for pract ical applicat ions, includ-

ing opt imizat ion problems.
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Best practices for quantum error 

mitigation with digital zero-noise 

extrapolation

arXiv:2307.05203

104 qubits

Realizing the Nishimori transition across the 

error threshold for constant-depth quantum 

circuits

Nature Physics, 21, 161-167 (2025)

125 qubits
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FIG. 2. Decoded fidelity estimation by randomly sampling GHZ
stabilizers. a. Because our decoder was implemented as Pauli cor-

rections on the system qubits, the characterization of random stabi-
lizers, which is measured in basis rotated by single-qubit rotations

(small gray boxes), needed to bedone in conjunction with the imple-

mented decoder (symbolized by the monitor). See Methods for de-
tails. b. Estimated fidelities relative to GHZ states for measurement-

based (filled blue circles) and unitary-based (red X-marks) prepara-
tion of long-range Ising ordered stateson two-dimensions. The error

bars represent the standard deviation of the fidelities estimated from
bootstrap resampling random sets of stabilizers (See Methods for

more details).The theoretically predicted fidelities for measurement-
based protocol (dashed gray line) were based on an inferred noise

model with auxiliary and site readout errors with a range of parame-
tersgiving risetoa25th-75th percentileconfidence interval in shaded

gray [35]. The inset shows the ratio of the experimentally evaluated
measurement- to unitary-based fidelities increasing for system size

up to 54 sites.

which resembles the partition function of the random bond
Ising model (RBIM) [18]. Concretely, by Eq. (2) we analyt-
ically map our protocol onto a RBIM precisely tracking the
Nishimori line [35] with an effectivedisorder probability

p̃ =
1− (1 − 2ps) sin(2tA )

2
, (3)

as a joint action of both coherent and incoherent errors that
drives the phase transitions across the blue line in Fig. 1c.
In particular, this implies that every point in the extended
transition line shares the same Nishimori criticality. This
scenario for the quantum protocol is quite distinct from the
classical RBIM, whose schematic phase diagram is shown in
Fig. 1d, where theNishimori lineonly occursat thefine-tuned
solid line – demonstrating an unprecedented robustness of
Nishimori criticality in the quantum case.

GHZ fidelity in Clifford limit. For a baseline character-
ization of the measurement-based protocol, we estimated the
fidelity of the prepared states in the Clifford limit (tA = ⇡ / 4)
relative to the GHZ state. Because the final state in this limit
is a stabilizer state, it was sufficient for a desired accuracy to
consider only a constant number of randomly sampled mea-
surements of the system qubits [36, 37]. For the specific case
of the GHZ state, half the sampled stabilizers contain only

Pauli Z operators, while the other half are combinations of
Pauli-X and Pauli-Y operators (See Methods for more de-
tails). To assess the relative performance of our protocol, we
also implemented a standard unitary protocol for construct-
ing GHZ states [9]. In Fig. 2, we see that the fidelities of the
measurement-based protocol outperformed the unitary prepa-
ration. This can be rationalized by the latter experiencing
more errors due to the long idle times of deep circuit with
size-dependent depth between O(N ) and O(log(N )).

For a system of 10 qubits, the measurement-based protocol
resulted in a GHZ fidelity above 50%, but with increasing
system size the fidelity was found to decrease exponentially
(Fig. 2b). We note, however, that this does not imply the
absence of long-range order or entanglement for these larger
systems. In fact, we expect exponentially decaying GHZ
fidelities versus system sizes in the presence of noise for
virtually all states in the same phase of matter. We emphasize
that no form of error mitigation, for measurement or unitary
gates, was used estimating these fidelities. To explain the
experimentally measured fidelities, we compared our results
against the predicted fidelities based on a noise model with
⇡ 5% incoherent auxiliary errors and ⇡ 3% data readout
errors – values inferred in the next section. This places
us in the long-range ordered phase in Fig. 1c (green star),
which in the absence of any additional errors, has long-range
GHZ-type entanglement, whilst its predicted GHZ fidelity
shown in gray in Fig. 2 decaysexponentially with thenumber
of system qubits. We see that the experimentally obtained
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FIG. 3. Exper imentally measured local observables used to gen-
erate the state. a. For two observables, weplot the ideally expected

outcomes (dashed lines), the unprocessed experimental data (dots),
and a one parameter fit (solid line) for each observable for sweep-

ing tA from 0 (trivial) to ⇡ / 4 (long-range ordered). The average 3-
qubit-bond (red) observablereached ashigh as0.8 across the72 total

bonds, while theaverage6-qubit-plaquette (blue) observablereached

0.5 across the 18 plaquettes. Although in a noiseless setting both
were expected to reach unity, the measured values agree well with

thefit by ps = 5.6%, and pσ = 2.3%, which areapproximately con-
sistent with the known errors on the device [35]. The experimental

data exhibits an absence of a singularity in these observables, con-
sistent with expectations for both local shallow quantum circuit, and

the internal energy of Nishimori line. b. 125 of the 127 qubits used
on ibm sherbrooke where each bond (hZ X Z i ) and plaquette (hW i )

observable values are shaded according to the measured value. The
numbers inside plaquettes show hW i with parenthesis showing stan-

dard error.

Scalable Circuits for Preparing Ground States on 

Digital Quantum Computers: The Schwinger Model 

Vacuum on 100 Qubits

PRX Quantum 5, 020315 (2024) 

100 qubits

7

FIG. 3. (a) The definit ion of the R± (✓) gate, which implements exp[i✓/ 2(X̂ Ŷ ± Ŷ X̂ )]. The R± (✓) gate is used to implement

(b) exp[− i✓/ 2(X̂ Ẑ 2Ŷ − Ŷ Ẑ 2X̂ )] and (c) exp[i✓/ 2(X̂ Ẑ 4 Ŷ − Ŷ Ẑ 4 X̂ )] (note the change in sign).

FIG. 4. Simplificat ions of quantum circuit s for the Trot terized unitaries corresponding to (a) ÔV
m h (1), (b) ÔV

m h (3), and (c)

ÔV
m h (5) for L = 6, as explained in the main text . Cancellat ions between R+ (± ⇡

2
) are highlighted with red-dashed-out lined

boxes.

cancellat ions among neighboring R+ (± ⇡
2

) gates. As depicted in Fig. 4, this is made possible by arranging the circuit
elements so that sequent ial terms are o↵set by d − 1 qubits, i.e., start on qubit { 0, d − 1, 2(d − 1), . . .} . This allows
for the outermost gates to cancel (using the ident ity in the upper left of Fig. 4). Also, for d ≥ 5, the next layer
should start (d − 1)/ 2 qubits below the previous one, as the circuit depth can be reduced by interleaving the legs of
the “ X” . Further opt imizat ions are possible by not ing that dist inct orderings of terms, while equivalent up to higher
order Trot ter errors, can have di↵erent convergence propert ies; see App. C.

B . B ui ld ing a St at e P r epar at ion Quant um Cir cu i t using A D A P T -V QE wit h C lassical Com put ing

In this sect ion, ADAPT-VQE is used to prepare approximat ions to the vacuum of the lat t ice Schwinger model on
up to L = 14 spat ial sites (28 qubits), using classical simulat ions of the quantum circuits developed in the previous
sect ion. In addit ion to the energy density and chiral condensate int roduced in Sec. I I A, the fidelity density, FL , is
also studied. The fidelity density provides a measure of the average local quality of the ansatz wavefunct ion,

F L =
1

L
1− |h ansat z| exact i |

2 , (9)

where | exact i is the exact vacuum wavefunct ion on a lat t ice with L spat ial sites.

Scaling Whole-Chip QAOA for Higher-Order 

Ising Spin Glass Models on Heavy-Hex Graphs

arXiv:2312.00997

127 qubits

Benchmarking digital quantum simulations and 

optimization above hundreds of qubits

using quantum critical dynamics

arXiv:2404.08053

133 qubits

Chemistry Beyond Exact Solutions on a Quantum-

Centric Supercomputer

arXiv:2405.05068

77 qubits
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Figure 4. Exp er im ent s: Chem ist r y on lar ge basis set s. (a) 58 qubit s are used to model the N2 dissociat ion (cc-pVDZ basis

set ). (b) 45 qubit s are used for the [2Fe-2S] cluster (TZP-DK H basis set ) and (c) 77 qubits for the [4Fe-4S] cluster (TZP-DK H
basis set ). The top panels show a 3-dimensional representat ion of the geomet ry of each molecule. The middle panels show the
qubits selected on a Heron quantum processor layout , following the same color convent ion as panel (b) in Fig. 3. The bot t om

panel in (a) shows the potent ial energy surface comparison, as well as the energy di↵erence ∆ E between the Heat -Bath
Configurat ion Interact ion (HCI) energy and the energies obtained from di↵erent methods, including the quantum est imator.

The brown scat ter plot shows the value of E ( k ) for all batches of configurat ions and the connected dots show mink (E ( k ) ).

The bot t om panel in (b) shows the energy-variance analysis for three di↵erent eigenstates that both HCI and our method

find upon increasing the value of d, as labeled by the color bar. For each approximate eigenstate | ( k ) i , t he horizontal axis

∆ H = h ( k ) |Ĥ 2 | ( k ) i − h ( k ) |Ĥ | ( k ) i 2 . The bot t om panel in ( c) shows a comparison of the energy-variance analysis applied
to quantum measurement outcomes and bit st rings (with the correct part icle number) sampled from the uniform dist ribut ion.

The DMRG energy in panels (b) and (c) is from Ref. [45].

quantum and classical accuracy, runt imes, and costs. If
one can stat ist ically sample from a good approximat ion
of an eigenstate, points at finite number of samples will
be dist ributed linearly in the energy-variance plane [48].

This gives us a tool to detect eigenstates for both quan-
tum and classical methods.

The bot tom panel in Fig. 4(b) shows an energy-
variance comparison of HCI and our est imator. The ac-

Quantum reservoir computing with repeated 

Measurements on superconducting devices

arXiv:2310.06706 

120 qubits

simulation

simulation

tools

simulation

simulation

QML

simulation

tools

simulation

simulation

simulation

simulation

optimization

optimization

Evidence for the utility of quantum 
computing before fault tolerance
Nature, 618, 500 (2023)
127 qubits

simulation

Examples of other utility-scale results (1/2)
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mRNA secondary structure prediction using 
utility-scale quantum computers 
arXiv:2405.20328 
80 qubits

simulation

Bias-field digitized counteradiabatic quantum 
optimization 
arXiv:2405.13898 
100 qubits
optimization
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FIG. 1. BF-DCQO for the Ising spin-glass problem with all-to-all interaction. In (a), the schematic of the BF-DCQO procedure is shown.
In (b), the ground state success probability is plotted for system sizes ranging from 10 to 20 qubits. For each system size, 400 randomly

generated spin-glass instances are taken from a normal distribution with a mean of 0 and a variance of 1. We present the scaling of the
BF-DCQO algorithm with 10 iterations and the standard DCQO, with simulation parameters ∆t = 0.1 and ntrot = 3. The error bars represent

the standard deviation of the random instances. In (c), the classification of the 400 instances using enhancement in success probability as a
criterion, counting the number of instances successfully tackled by either the bias or anti-bias fieldDCQO, and those that failed in both cases.
In (d), emulation results for a randomly generated spin-glass problem with 29 qubits are shown. We performed 39 iterations of BF-DCQO,

displaying the increasing approximation ratio on the y-axis. For each iteration, we used ntrot = 2, nshots = 1000, and the IonQ-Forte 1 noise
model, accessed through IonQ-cloud [14]. Additionally, the associated all-to-all connected graph is depicted.

where Aλ is known as the adiabatic gauge potential [15].

Obtaining and realizing Aλ is a highly resource-demanding

task for many-body Hamiltonians. Rather, there are sev-

eral proposals to obtain this in an approximate way [16–20].

We consider the nested commutator method where the adia-

batic gauge potential can be written as the series expansion

A
(l)
λ

= i
P l

k=1 ↵k(t)O2k−1(t). Here, l is the expansion order, and

the operator Ok(t) = [Had, Ok−1(t)] with O0(t) = @λHad. In the

limit l ! 1 , theexact Aλ can beobtained. TheCD coefficient

↵k(t) can becalculated by variational minimization asdetailed

in thesupplementary material [21]. To solvefor theIsing spin-

glass problem, we simply consider the first-order approxima-

tion as A
(1)
λ

= −2↵1

hP N
i=1 hiσ

y

i
+
P N

i< j Ji j

⇣
σ

y

i
σz

j
+ σz

i
σ

y

j

⌘i
. The

time evolution of the Hamiltonian in the given equation, even

with the first-order CD term, is a challenging task on current

analog quantum processors due to a lack of flexibility. Also,

an important fact to notice is that the obtained CD terms are

non-stoquastic with o↵-diagonal matrix entries being imagi-

nary. Realization of such terms on current quantum annealers

is unfeasible. To overcome this challenge, digitized counter-

diabatic quantum protocols have been proposed to realize the

CD protocols on gate-model quantum computers [22]. Not

only does the digital approach provide the flexibility to real-

izearbitrary CD terms, it also helps to further improvetheCD

protocols because of the flexibility in the control parameters.

To realize the time evolution of the CD Hamiltonian, we use

the first-order product formula [23] with a number of Trotter

stepsntrot, step size∆t, and total evolution timeT. Theunitary

describing the evolution is given by

| (T)i =

2
6666664

ntrotY

k=1

ntermsY

j=1

exp
n
−i∆tγ j(k∆t)H j

o
3
7777775| i i . (2)

Here, | i i is the initial ground state and Hcd =
P nterms

j=1
γ j(t)H j ,

where nterms is the number of local Pauli operators H j . Each

product of matrix exponentials is decomposed into quantum

gates with one and two-qubit gates. Even with the first-

order CD approximation, a polynomial scaling enhancement

in ground state success probability has been shown in com-

parisons to finite time AQO [12, 24]. Going for higher-order

Quantum optimization using a 127-qubit 

gate-model IBM quantum computer can 

outperform quantum annealers for 

nontrivial binary optimization problems 

arXiv:2406.01743

127 qubits

optimization

6

FIG. 3. Performance of the quantum solver on three combinatorial opt imizat ion problems. (a) A Max-Cut instance for a
3-regular unweighted random graph with 120 nodes. T he plot shows the dist ribut ion of cut values for 12k configurat ions sampled

from the opt imal circuit found by the Q-CT RL quantum solver, executed on ibm_ brisbane. T he t rue maximum cut value of
163 is successfully at tained by the solver. T he random search and classical local solver dist ribut ions show the result of 12k

configurat ions sampled uniformly at random and 12k local minimum configurat ions. (b) A Max-Cut instance for a 4-regular
weighted random graph with 80 nodes. T he weight of each edge was randomly chosen from four possible values [1/ 4, 2/ 4, 3/ 4, 1],

represented by different edge colors. Shown, cut values for 10k configurat ions sampled from the opt imal circuit found by the
quantum solver, executed on ibm_ br isbane. T he t rue maximum cut value of 88 is successfully at t ained by the solver. (c) Energy

minimizat ion of a 127-node high-order spin-glass model with parameters from ibm_ washington instance 5 as defined in Ref. [43].
T he plot shows the energy dist ribut ion for 15k configurat ions sampled from the opt imal circuit found by the Q-CTRL solver,

execut ed on ibm_ sherbrooke, and for 15k configurat ions sampled uniformly at random (brute-force) and 15k local minimum
configurat ion (local solver). T he green vert ical dash-dot ted line indicates the minimum energy found by a DWave quantum

annealer (QA) for this specific inst ance [18] out of 1, 328, 000 samples (annealing processes). T he lowest and highest energies of
this model instance (the energy band edges) are known to be − 198 and 192, respect ively. As in (a,b), the t rue ground state was

at tained by the solver.

likelihood of achieving the correct answer. The quantum
solver also provides superior solut ions in these cases to
those found using a classical local solver shown in the dark
gray histogram (see Appendix for implementat ion details).
For the 120-qubit 3-regular graph shown in Fig. 3a, the
quantum solver delivers the correct result with 8.59%
likelihood while the local solver returns it with 0.0167%
likelihood.

In Table I, we show addit ional results across different
Max-Cut problems with higher-density graphs, up to 7-
regular graphs. In all execut ions at tempted and across all
specific problem instances within each class, the Q-CTRL
quantum solver achieves AR = 100%. In these cases, the
Q-CTRL quantum solver also uniformly outperforms the
classical local solver in solut ion likelihood, but does not
outperform the CPLEX ground-t ruth solut ions. Addi-
t ional data across the problem instances explored appear
in the Appendix.

These results demonstrate superior performance to pre-
viously published results on a trapped-ion quantum pro-
cessor with 32 qubits from Quant inuum. Because we do
not have access to the same trapped-ion device we cannot
comment on relat ive base-hardware performance had the
Q-CTRL pipeline been implemented; rather we only make
comparisons to the results published to date. Table I pro-
vides a direct comparison of execut ions of the Q-CTRL
quantum solver on IBM hardware using the same problem
instances presented in [20] for smaller problem instances
up to 32 nodes. The trapped-ion demonstrat ions failed

to obtain a maximum cut for k = 3 and n ⇡ 32 nodes
[20] using a comparable p = 1 implementat ion of QAOA,
while the Q-CTRL solver achieves AR = 100% across all
instances for p = 1. In execut ion of higher-depth circuits
with p = 10 − 11, the Quant inuum device returned the
maximum cut , but with up to 9⇥ lower likelihood than
our solver; across these problem instances the Q-CTRL
quantum solver finds the maximum cut with likelihood
of ⇠ 82 − 94%, while on Quant inuum the range was
⇠ 10− 18%. Perhaps more important ly, the Quant inuum
demonst rat ions were limited to hardware execut ion of a
single circuit using precomputed γ ,β parameters at tained
via classical numeric simulat ion. The Q-CTRL solver, by
comparison, exclusively runs full hardware execut ion of
the QAOA opt imizat ion loop.

To the best of our knowledge these results represent
the largest nont rivial Max-Cut algorithms successfully
executed on quantum hardware across a range of problem
instances and graph densit ies.

B . H OB O I sing sp in glass

Next , we consider an opt imizat ion problem designed to
find the ground-state energy of a random-bond 127-qubit
Ising model possessing cubic terms. This is an exam-
ple of unconst rained Higher Order Binary Opt imizat ion
(HOBO), known to be considerably more complicated to
solve than convent ional QUBO problems [12–15].

Bias-Field Digitized Counterdiabatic 
Quantum Algorithm for Higher-Order Binary 
Optimization
arXiv:2409.04477 
156 qubits

optimization

Scalable Quantum Simulations of Scattering in 
Scalar Field Theory on 120 Qubits
arXiv:2411.02486  
120 qubits

simulation

String Breaking in the Heavy Quark Limit 
with Scalable Circuits
arXiv:2411.05915 
104 qubits

simulation

Dynamical simulations of many-body quantum 
chaos on a quantum computer
arXiv:2411.00765
91 qubits

simulation

Achieving computational gains with quantum error 
correction primitives: Generation of long-range 
entanglement enhanced by error detection 
arXiv:2411.14638 
75 qubits

tools

Efficient Online Quantum Circuit Learning with 
No Upfront Training
arXiv:2501.04636 
127 qubits

tools

Digitized counterdiabatic quantum critical 
dynamics
arXiv:2502.15100 
156 qubits

optimization

Robust Error Accumulation Suppression for 
Quantum Circuits
arXiv:2401.16884 
100 qubits

tools

Conserved charges in the quantum simulation of 
integrable spin chains
arXiv:2208.00576
84 qubits

simulation

Quantum-Centric Algorithm for Sample-
Based Krylov Diagonalization
arXiv:2501.09702
85 qubits

simulation

Realization of Two-dimensional Discrete 
Time Crystals with Anisotropic Heisenberg 
Coupling
arXiv:2501.18036
144 qubits

simulation

Examples of other utility-scale results (2/2)
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Noise in quantum systems

Error mitigation with Qiskit

1

2

IBM Quantum

3

Dynamical decoupling (DD) Pauli Twirling (PT)

Twirled Readout Error eXtinction (TREX)

4 Combining techniques

Zero Noise Extrapolation (ZNE) (PEA) 

Error suppression techniques

Error mitigation techniques



IBM Quantum

Noise in quantum systems

Crosstalk
Idle qubits interact with their 
neighbors. (Mitigated by default in our

latest devices!)

Decoherence
Information 
loss over time.

Environmental noise: 
relevant for deep 
sparse circuits

Bath/system coupling



IBM Quantum

Noise in quantum systems

Readout errors
because of imperfect 
measurements. 
Most important in 
shallow circuits.



IBM Quantum

Noise in quantum systems

Gate errors
Because of imperfect 
operations on qubits.



IBM Quantum

Error suppression techniques minimize the 
impact of noise by either preventing errors 
from happening or modifying the noise 
structure.
• Dynamical decoupling (DD)
• Pauli Twirling (PT)

Before or during execution (typically)

Additional classical resources dominate

https://www.ibm.com/quantum/blog/quantu
m-error-suppression-mitigation-correction

Error mitigation techniques allow errors to 
occur and reduce their effect by modeling the 
device noise that was present at the time of 
execution.  
• Twirled Readout Error eXtinction (TREX)
• Zero Noise Extrapolation (ZNE)

After or during execution (typically)

Additional quantum resources dominate

Before fault 
tolerance...

Error correction builds up redundancies that 
allow us to detect and correct errors when they
occur, leading to essentially error-free logical 
qubits!

Fighting noise in quantum systems

Fault 
tolerance

https://www.ibm.com/quantum/blog/quantum-error-suppression-mitigation-correction
https://www.ibm.com/quantum/blog/quantum-error-suppression-mitigation-correction
https://www.ibm.com/quantum/blog/quantum-error-suppression-mitigation-correction
https://www.ibm.com/quantum/blog/quantum-error-suppression-mitigation-correction
https://www.ibm.com/quantum/blog/quantum-error-suppression-mitigation-correction
https://www.ibm.com/quantum/blog/quantum-error-suppression-mitigation-correction
https://www.ibm.com/quantum/blog/quantum-error-suppression-mitigation-correction
https://www.ibm.com/quantum/blog/quantum-error-suppression-mitigation-correction
https://www.ibm.com/quantum/blog/quantum-error-suppression-mitigation-correction
https://www.ibm.com/quantum/blog/quantum-error-suppression-mitigation-correction


IBM Quantum

Gate errors

Environmental noise

Readout errorsDynamical decoupling (DD)

Pauli Twirling (PT)

Twirled Readout 
Error eXtinction 

(TREX)
Zero Noise Extrapolation (ZNE)

Fighting noise in quantum systems



IBM Quantum

Crosstalk can be 
suppressed by applying 

gates which add up 
to the identity.

Such gates will also 
introduce errors, so there is 

a balance to be found.

Dynamical decoupling (DD) (see also https://youtu.be/67jRWQuW3Fk?si=ejmSCg-01NnCxTFk)

No need to apply gates 
to qubits which are not 

initialized.



IBM Quantum

Dynamical decoupling (DD)

https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/ 

qiskit_ibm_runtime.options.DynamicalDecouplingOptions 

https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.DynamicalDecouplingOptions
https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.DynamicalDecouplingOptions
https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.DynamicalDecouplingOptions
https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.DynamicalDecouplingOptions
https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.DynamicalDecouplingOptions
https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.DynamicalDecouplingOptions
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Pauli Twirling (PT)

Arbitrary noise channels 

can be converted into 

Pauli noise.

X X

Z Z

Y Y

I I

Average over 
instances 
with equal 
probabilityPauli noise accumulates 

linearly, in contrast to coherent 
noise, which accumulates 

quadratically!

vs



IBM Quantum

Pauli Twirling (PT)

https://docs.quantum.ibm.com/api/qiskit-ibm-

runtime/qiskit_ibm_runtime.options.TwirlingOptions

(later)

https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.TwirlingOptions
https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.TwirlingOptions
https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.TwirlingOptions
https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.TwirlingOptions
https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.TwirlingOptions
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Twirled Readout Error eXtinction (TREX)

Readouts errors cause the 
wrong states to be measured.

This is depicted in the readout- 
error transfer matrix.

The inverse of the transfer matrix 
can be used for error mitigation, 

but it cannot be obtained 
efficiently in general!

In scenarios when the noise is not correlated between 
qubits, measurement errors can be measured per qubit 
and the full transfer matrix is then reconstructed as a 
tensor product.

2𝑁 × 2𝑁



IBM Quantum

Twirled Readout Error eXtinction (TREX)

Via measurement twirling 
we can diagonalize the 
readout-error transfer 

matrix.

< 𝑂𝑖 >=
< ෪𝑂𝑖 >

𝐸𝑖

Only valid for 
expectation values!

Diagonal transfer matrix

Arbitrary transfer matrix
Average over random 
bitflips that are undone 
in classical 
postprocessing.

𝑖

Then, we need to run 
calibration circuits to 
get the inverse of the 
(diagonal) readout 
error transfer matrix.



IBM Quantum

Twirled Readout Error eXtinction (TREX)

https://docs.quantum.ibm.com/api/qiskit-ibm-

runtime/qiskit_ibm_runtime.options.ResilienceOptionsV2 

https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.ResilienceOptionsV2
https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.ResilienceOptionsV2
https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.ResilienceOptionsV2
https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.ResilienceOptionsV2
https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.ResilienceOptionsV2
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Zero Noise Extrapolation (ZNE)

Measures the effects of 
amplified noise to infer what 
the results would look like in 
the absence of noise.

2. Extrapolation: 
the zero-noise limit is 
inferred from the noisy 
expectation-value 
results.

1. Noise amplification: 
the original circuit unitary 
is executed at different 
levels of noise.

Noise level

E
xp

. 
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IBM Quantum

Zero Noise Extrapolation (ZNE)

https://docs.quantum.ibm.com/api/qiskit-ibm-

runtime/qiskit_ibm_runtime.options.ResilienceOptionsV2 

Choosing the 
right noise factors 
and extrapolator 
is tricky![Can have fractional noise factors, e.g. (1, 1.5, 2)]

https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.ResilienceOptionsV2
https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.ResilienceOptionsV2
https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.ResilienceOptionsV2
https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.ResilienceOptionsV2
https://docs.quantum.ibm.com/api/qiskit-ibm-runtime/qiskit_ibm_runtime.options.ResilienceOptionsV2
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Combining techniques

resilience level is 
only available for 

Estimator!

Useful summary of all techniques: 
https://docs.quantum.ibm.com/guides/error-mitigation-and-
suppression-techniques

https://docs.quantum.ibm.com/guides/error-mitigation-and-suppression-techniques
https://docs.quantum.ibm.com/guides/error-mitigation-and-suppression-techniques
https://docs.quantum.ibm.com/guides/error-mitigation-and-suppression-techniques
https://docs.quantum.ibm.com/guides/error-mitigation-and-suppression-techniques
https://docs.quantum.ibm.com/guides/error-mitigation-and-suppression-techniques
https://docs.quantum.ibm.com/guides/error-mitigation-and-suppression-techniques
https://docs.quantum.ibm.com/guides/error-mitigation-and-suppression-techniques
https://docs.quantum.ibm.com/guides/error-mitigation-and-suppression-techniques
https://docs.quantum.ibm.com/guides/error-mitigation-and-suppression-techniques


Heron-R2: the latest 
processor on our QEC 
directed roadmap

IBM Quantum

Tunable coupler architecture with improved 
calibrations

Integrated two-level system mitigation 
controls

156 high quality qubits allow true utility scale 
experiments and explorations of quantum 
advantage



Better tunable 

coupler 

calibrations

IBM Quantum

Improved calibrations bring 

performance closer to optimal 

attainable from the coherence 

of device

We upgraded Torino in August 

2024 from median 5e-3 to 

median 3e-3 for 2 qubit gate 

error

This technique is now part of 

all our newest Heron 

deployments



Improvements in 

instruction set 

architecture leading 

to:

1. Depth reduction,

 

2.  More efficient 

execution of dynamic 

circuits

1Q fractional gates compresses:

IBM Quantum

2Q fractional gates offer even better compression:

Rolling out now: fractional one 

and two-qubit gates that 

reduce circuit depth in a variety 

of settings.

In June: modifications to 

improve the performance of 

dynamic circuits, through 

compression of circuit duration 

with parallel execution of 

conditional blocks



Robust software for utility-scale 

explorations

IBM Quantum

2022 2023 2024

Speed up in execution of 

Utility experiment

2025

Recent update, 250000



arXiv:2405.08810

Since 2024 we have focused on moving 

the bulk of Qiskit’s transpilation pipelines 

into Rust.

Currently on-going, but already two-

orders of magnitude faster in many areas.

Qiskit SDK:
Built with a focus on 
performance 

↑60x 

Improvement

Rust numerics, 

Python data structs

Rust throughout



With the Qiskit Transpiler Service, you can transpile on the 

cloud and leverage the power of the AI transpiler passes.

Three major upgrades:

↓

01

Improved stability & performance

Tested on 1000 qubits and 1M gates, 30%+ depth 

improvement on benchpress circuits.   

   

02

New AI Synthesis Pass 

Pauli Network synthesis, perfect for chemistry circuits.

03 

Local AI mode

You can now use some of the AI passes locally!

Qiskit Transpiler Service and 
AI Passes

Circuit depth for circuits transpiled with Qiskit+AI, relative to 

standard Qiskit, for the Benchpress circuits (lower is better)

IBM Quantum

We extend our earlier work on RL-based synthesis of Clifford circuits to 

general Pauli Networks. We obtain reduction in circuit depth of around 

20% on average, and in many cases over 40%.



New Qiskit 2.0

Our second major version release setting 

the stage for efficient quantum-centric 

supercomputing

The biggest updates are:

A brand-new C API to interact with the 

SparseObservable class. It’s the first step toward 

building a robust C interface for the Qiskit SDK.

Continued performance improvements by oxidizing (Rust) 

Qiskit, further speedups in circuit synthesis.

Introducing boxes and stretches features for grouping 

your instructions for later processing and for more 

control of the timing of gates.

https://www.ibm.com/quantum/blog/qiskit-2-0-release-summary

https://www.ibm.com/quantum/blog/supercomputing-24

https://www.ibm.com/quantum/blog/supercomputing-24
https://www.ibm.com/quantum/blog/supercomputing-24
https://www.ibm.com/quantum/blog/supercomputing-24


Optimize Execute Post-ProcessMap

Qiskit addons:

Starting with multi-product formulas (MPF), 

approximate quantum compilation (AQC-Tensor), 

operator backpropagation (OBP), and sample-based 

quantum diagonalization (SQD)*.

Input:

Domain inputs

Output:

Circuits, observable

Input:

Circuits, observable

Output:

ISA circuit, observable

Input:

ISA circuit, observable

Output:

Expectation value/samples

Input:

Expectation value/samples

Output:

Data objects/visualizations

Qiskit Circuit Library Transpiler

MPF Circuit cutting

SQDAQC-Tensor

A collection of research capabilities developed 

as modular tools that can plug into a workflow to 

design new algorithms at the utility scale

Transpiler Primitives Quantum Info

M3

OBP

© 2025 IBM Corporation 58



Chemistry beyond the 

capabilities of 

brute-force classical 

simulation

58 qubits are used to model the N2 

dissociation (cc-pVDZ basis set)

45 qubits are used to model the 

Fe2S2 cluster (TZP-DKH basis set)

77 qubits are used to model the 

Fe4S4 cluster (TZP-DKH basis set)

N2 – Bond breaking on 

large basis set 

Fe2S2 – Precision 

many-body physics

Fe4S4 – Pushing 

hardware capabilities

59IBM Quantum | © 2024 IBM Corporation

77 qubits
10,570 quantum gates
3,590 two-qubit gates

6,400 nodes @
32 GB
1,024 GB/s
48 cores

arXiv:2405.05068



Classical exact method 63 PiB of memory1

Classical approximate 
method (DMRG)

8 hours2,3

Quantum method 
(QCSC)

12 min using 72 qubits 
+ 1.5 hours 
supercomputer time1 1. arXiv:2405.05068

2. J. Chem. Theory Comp. 20 (2024): 775–786
3. J. Chem. Phys. 159, 234801 (2023)

[4Fe-4S] using an active space of 54 
electrons in 36 orbitals from the 

TZP-DKH basis set

𝐻Ψ = 𝐸Ψ

We are already using quantum 
(Heron, 72 qubits) and HPC 
(Supercomputer Fugaku) to 
achieve results comparable 
with the best classical 
approximate methods (DMRG) 
in accuracy and timing

What are these 

problems?

Modeling molecules, atoms, electrons, 
and quarks with unprecedented accuracy



A 5x speedup in research 

using the Qiskit addons

↑5x

Faster research 

Up to:
1 year of research

“Chemistry Beyond Exact 

Solutions on a Quantum-

Centric Supercomputer”

—
arXiv:2405:05068

2.5 months of research

“Accurate quantum-centric 

simulations of supramolecular 

interactions”

—
arXiv:2410:09209

“Quantum-Centric Study of 

Methylene Singlet and Triplet 

States”

—
arxiv.org/abs/2411.04827

© 2025 IBM Corporation 61



Qiskit Functions: abstracted services, 

designed to accelerate development

In September 2024, we previewed a catalog of 

managed, utility-scale services to unlock new users:

• Circuit Functions: Enabling quantum 

computational scientists to discover new 

algorithms and applications, without needing to 

manage transpilation, error suppression, or error 

mitigation. 

• Application Functions: Enabling data scientists and 

enterprise developers to integrate quantum into 

industry workflows, while leveraging familiar 

domain abstractions.

© 2025 IBM Corporation 62



Circuit Functions – 

Enable quantum computational 
scientists to discover new 
algorithms and applications

63© 2025 IBM Corporation
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Applications Functions – 

Enable enterprise developers and 
data scientists to integrate quantum 
into industry workflows



IBM has the most 
performant quantum 
computers

Speed

400x-2,000x
faster
@ 500 shots & 56 Qubits

Cost

1,200x-70,000x
cheaper
@ 500 shots & 56 Qubits

Key factors
What really matters when 
comparing execution on various 
hardware?

Scale: Can I run the job?

Quality: Was the result correct?

Speed: How long does it take to get a result?

Cost: How much money was I charged?

. System size and error rates sourced from publicly available system data sheets and published research papers. (Utility scale defined as proven to be 

able to run a circuit larger than can be simulated classically by brute-force)

Superconducting vs Ions



Qiskit is the most 
popular open-source 
quantum SDK

Key factors
What really matters when 
choosing a development platform?

Ease of use: Is there comprehensive 

documentation?

Stability: Is the code base stable and 
updated on a regular cadence?

Performance: Can I run my workloads fast?

Source: Unitary Foundation 2024 Quantum Open Source Software Survey

Full-stack Development Platforms Adoption



Qiskit is the most built-
upon quantum platform

Key factors
What really matters when building 
upon a development platform?

Ease of Use: Can I easily integrate the code 
base into my workflow?

Extensibility: Can others use my workflow?

Performance: Can my users run their 
workloads fast using my solution?

Source: GitHub insights dependency graphs for PennyLaneAI/pennylane, quantumlib/Cirq, rigetti/pyquil, CQCL/tket, amazon-
braket/amazon-braket-schemas-python, NVIDIA/cuQuantum, NVIDIA/cuda-quantum, dwavesystems/dwave-ocean-sdk. 
Qiskit data taken from GitHub Insights Dependency API, with duplicate entries within the Qiskit-terra package removed 
Data as of 01/22/25

Quantum SDK Number of Dependent Projects



Scaling with Quantum 
algorithm engineering

.

Our goal: provide expertise across key areas of quantum computing, including 

a. problem co-design, b. mapping, c. scalability, d. hardware execution, and e. performance optimization. 

What we look for: Subject matter experts looking to run classically hard problems on quantum hardware at scale.

Domains where our team has expertise: Healthcare and life sciences, High Energy Physics, Condensed Matter Physics, 
Chemistry, Optimization, and Materials science.

Please get in touch: ibrahim.shehzad@ibm.com
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