Michael's Tip Corner

 We have a new known issues table on our Frontier user guide!

« Lists current / previous issues with workarounds (if applicable)

« Can either use search function or just a classic “CTRL/CMD+F" to search through error messages
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System Overview

Frontier is a HPE Cray EX supercompute
approximately 2 exaflops (2 quintillion cz
applications. The system has 74 Olympu:

Frontier Compute Nodes

Each Frontier compute node consists of |
GB of DDR4 memory. Each node also co
programmer can think of the 8 GCDs as
Infinity Fabric CPU-GPU, allowing a peak
connected with Infinity Fabric GPU-GPU
the arrangement shown in the Frontier N
connections between individual GCDs.
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The 8 GCDs contained in the 4 MI250}
point forward in the quick-start guide,
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Type

Showing 1 to 10 of 49 entries

Classification
Running

Running

Running

Running
Running

Running

Running

Running
Running
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Classification

Ticket
OLCFDEV-1845:
OLCFDEV-1844:

OLCFDEV-1837:
task is odd

OLCFDEV-1817:
OLCFDEV-1597:
OLCFDEV-1760:

OLCFDEV-1809:
ranks

OLCFDEV-1816:
OLCFDEV-1826:
OLCFDEV-1825:

Ticket

Search:

Using -S 0 and cpu-bind set to none only allocates core O to each rank
cray-mpich/8.1.31 maximum MPI tag size decreases

Slurm wrong CPU binding when threads-per-core=2 and number of cores per

HipBLAS Dgemm non-zero entries in simple sparse matrix
OFI Poll Failed UNDELIVERABLE Errors
Multiple sbcast --send-libs calls place libraries in same directory

Slurm --ntasks-per-node inside sbatch script does not allocate correct number of

Perftools 23.12 cannot profile HIP or HSA interfaces
Omniperf errors when running with ROCm/5.7.1

rocprof incorrect profiling results beginning in ROCm/6.2.0
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