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E.J. Lingerfelt, A. Belianinov, E. Endeve, O. Ovchinnikov, S. Somnath, J.M. Borreguero, N. Grodowitz, B. Park, R.K. Archibald, C.T. Symons, S.V. Kalinin, O.E.B. Messer, M. Shankar, S. Jesse,, BEAM: A Computational 
Workflow System for Managing and Modeling Material Characterization Data in HPC Environments, Procedia Computer Science, Volume 80, 2016, Pages 2276-2280,

Supercomputing

CADES: Compute and Data Environment for Science
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High Dimensional Data

Continued Work on Edge to Exascale Use-cases: E.g., 
Autonomous Microscopy (more from Rama Vasudevan)

● 8K x 8K images (16 
bit) = 1 Gbit / frame 

● 100 frames / sec = 
100 Gbit / sec

● And, 4D STEM

● Realtime 
feedback 
minimizes E-
beam dwell 
time and 
damage to 
sample

Somnath, S. et al. (2022). SMC 2021, Springer, https://doi.org/10.1007/978-3-030-96498-6_4
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Cross-Facility AI – SNS to OLCF: Bragg Peak Detection Workflow

Toward an Autonomous Workflow for Single Crystal Neutron Diffraction, Junqi 
Yin, Guannan Zhang, Huibo Cao, Sajal Dash, Bryan C. Chakoumakos, and Feiyi 
Wang; https://link.springer.com/chapter/10.1007/978-3-031-23606-8_15

User Display and Feedback
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Using Edge-to-Exascale/Converged AI Pipelines

Toward an Autonomous Workflow for Single Crystal Neutron Diffraction, Junqi Yin, Guannan Zhang, Huibo Cao, Sajal Dash, Bryan C. Chakoumakos, and 
Feiyi Wang; https://link.springer.com/chapter/10.1007/978-3-031-23606-8_15
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Also Moving Towards Unified Management of Data 
across Facilities
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Let’s make these more uniform: INTERSECT

Evolving to:
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Across DOE, innovators have been taking similar concerted steps towards 
integration through research, partnerships, and lab-level projects
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DOE Role
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IRI vision: A DOE/SC integrated research ecosystem that 
transforms science via seamless interoperability

10
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Slide Credit: DOE SC/ASCR Dr. Benjamin Brown
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The IRI Blueprint Activity Created a Framework for IRI 
Implementation
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The IRI Blueprint Activity Created a Framework for IRI 
Implementation
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Multi-Lab and Program Participants

Slide credit: B. Brown, June 2023 ASCAC Meeting
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ASCR is taking the first big steps

• Invest in IRI foundational infrastructure
• Bring existing IRI projects into formal coordination
• Deploy an IRI Pathfinding Testbed across the four ASCR 

Facilities
• Stand up an IRI Program structure (HQ and Field)

Slide credit: B. Brown, June 2023 ASCAC Meeting
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OLCF Supporting the IRI Testbed: Enabling Facilities Integration
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HPSS

E.g., Connecting ESGF2 to the Advanced Computing Ecosystem (ACE) 
IRI Testbed
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OLCF6 - Draft Technical Requirements Offers Workflows 
Context to Enable IRI
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Thank You!


