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• Opportunities for AI integration with HPC
– Interleaved HPC and AI
– In Situ: Co-Operating Mod-Sim and AI Models
– Ex Situ: Edge-to-Exascale AI workflow vignette

• Specific techniques integrating scalable operations of HPC 
Mod-Sim and AI
– Client-Server for AI inference supported campaigns
– Scaling performance considerations: tight-to-loose coupling 

performance characteristics

Agenda
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Design Pattern: Interleaved Mod-Sim + ML/DL/AI 
at Scale

Forward Problems: 
HPC Simulations, 
sparse, dense 
solvers, partitioners, 
mixed precision, etc.

Workflow: Overlay of 
Intra/Inter-Facility System 
workflows help connect 
various phases of the data 
lifecycle.

Data 
Output

wall clock time

Tiered Data Hierarchy (Memory – HBM/DDR, NVMe, GPFS/Lustre, Persistent DBs, Objects, Archive, ..)

Mod-Sim Mod-Sim

Writes to 
Data Tiers

Reads from 
Data TiersData 

Input

Reads from 
Data Tiers

Writes to 
Data Tiers

…

Analysis and Inverse 
Problems: ML/DL –
proxy/surrogates, 
un/semi/supervised, 
steering, in-situ state 
change and viz, 
repartitioning, mixed 
precision, etc.

ML/DL ML/DLML/DL

…
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Converged Platform for HPC and AI with Analogs in 
Learning and HPC Simulation Stacks

Junqi Yin, et al., Comparative evaluation of deep learning workloads for leadership-class systems,
Bench Council Transactions on Benchmarks, Standards and Evaluations, 2021, https://doi.org/10.1016/j.tbench.2021.100005.

D. E. Womble, M. Shankar, W. Joubert, J. T. Johnston, J. C. 
Wells and J. A. Nichols, “Early experiences on Summit: Data 
analytics and AI applications,” IBM Journal of Research and 
Development, vol. 63, no. 6, pp. 2:1-2:9, 1 Nov.-Dec. 2019

Node 
Layout 
View

Software 
Stack
View
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HPC and AI are often treated separately

HVAC: Removing I/O bottleneck for Large-Scale 
Deep Learning Applications: A. Khan, et al., IEEE 
Cluster 2021: 
https://www.osti.gov/servlets/purl/1902810

Helpful Tips:
• Strategies for Scaling DL: 

https://doi.org/10.1109/DLS49591.2019.00016

• AI on Frontier: https://olcf.ornl.gov/wp-
content/uploads/2-16-23_AIonFrontier.pdf

Non-AI Campaigns AI Campaigns

https://www.osti.gov/servlets/purl/1902810
https://doi.org/10.1109/DLS49591.2019.00016
https://olcf.ornl.gov/wp-content/uploads/2-16-23_AIonFrontier.pdf
https://olcf.ornl.gov/wp-content/uploads/2-16-23_AIonFrontier.pdf
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HPC-AI Usage In Situ

Examples:
• High-throughput virtual laboratory for drug discovery: http://dx.doi.org/10.1177/10943420211001565
• Intelligent Resolution: Integrating Cryo-EM with AI-driven Multi-resolution Simulations to Observe the SARS-CoV-2 

Replication-Transcription Machinery in Action; https://doi.org/10.1101/2021.10.09.463779

A Survey of AI4Science Workflow Applications, Middleware, and Performance, In preparation, A. 
Gainaru, S. Jha, F. Wang, F. Suter, W. Brewer, M. Emani, A. Shankar, et al.

http://dx.doi.org/10.1177/10943420211001565
https://doi.org/10.1101/2021.10.09.463779
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• Simulation steering
Example: L. Ward et al., "Colmena: Scalable Machine-
Learning-Based Steering of Ensemble Simulations for High 
Performance Computing," 2021 IEEE/ACM Workshop on 
Machine Learning in High Performance Computing 
Environments (MLHPC), St. Louis, MO, USA, 2021, pp. 9-20

• Physics Integrated Deep 
Learning

Example: A predictor-corrector deep learning algorithm for high 
dimensional stochastic partial differential equations; Zhang et 
al., https://arxiv.org/abs/2208.09883

Fourier Neural Operator for Parametric Partial Differential 
Equations, Li et al., https://arxiv.org/abs/2010.08895

Commerical tools: NVIDIA SimNet

• Domain-specific 
surrogates, data reduction

Example: DeePMD: DeePMD-kit: A deep learning package for 
many-body potential energy representation and molecular 
dynamics, https://arxiv.org/abs/1712.03641

AI Opportunities to Accelerate Campaigns

Learning to Scale the Summit: AI for Science on a Leadership Supercomputer, Joubert W., et al., 
2022, IPDPSW;  https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9835678

https://arxiv.org/abs/2208.09883
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9835678
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https://doi.org/10.1038/s43588-021-00139-3

• Probability of  N atoms in configuration X at 
temperature T follows Boltzmann’s 
distribution exp(-E(X)/kBT) where E is the total 
configuration energy and kB is the 
Boltzmann constant.

• Replica of the alloy systems at various T are 
simulated via replica exchange Monte 
Carlo simulations with transition probability 
between replica m and n: 

• Atoms (i,j) are exchanged with acceptance 
probability Pi,j proportional to:

Example: AI Surrogates Reducing Costly Calculations
MC-based Exploration of High-Entropy Alloy System (MoNbTaW)

J. Yin, F. Wang, A. Shankar, Strategies for Integrating Deep Learning 
Surrogate Models with HPC Simulation Applications,  IPDPSW 2022.
https://ieeexplore.ieee.org/document/9835386
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Deployment Architectures
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HPC-AI for Inference on Summit

serving
↔ gRPC

AI
↔ RESP

Brewer, Wesley, et al. "Production deployment of machine-learned rotorcraft surrogate models on HPC." MLHPC’21.

https://code.ornl.gov/whb/osmi-bench

Compute node GPU compute node
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TF Serving on Summit

from tensorflow.keras.models import Model
model = Model(…)
model.save(“/path/to/mymodel/1”) 

• module load open-ce/1.1.3-py38-0

• module load cuda/11.0.2

• tensorflow_model_server [--port 8500] 
--model_base_path=/path/to/mymodel
--model_name=“mymodel”

• lsof -i :8500 # check that TF Serving 
is running and listening to port 8500

Start TF Serving

import grpc
import tensorflow as tf
from tensorflow_serving.apis import predict_pb2
from tensorflow_serving.apis import prediction_service_pb2_grpc
# set parameters
batch_size = 32
input_shape, output_shape = (batch_size, 8, 48), (batch_size, 2, 12)
mname, sname = ‘mymodel’, ‘serving_default’ # names of model and signature
iname, oname = ‘inputs’, ‘dense_3’ # names of input and output layers
# create some random data and perform inference
data = np.array(np.random.random(input_shape, dtype=np.float32]) 
channel = grpc.insecure_channel(‘localhost:8500’)
stub = prediction_service_pb2_grpc.PredictionServiceStub(channel)
request = predict_pb2.PredictRequest() # request proto data structure
request.model_spec.name = mname
request.model_spec.signature_name = sname
request.inputs[iname].CopyFrom(tf.make_tensor_proto(data, shape=input_shape)
result = stub.Predict(request) # send request
# extract results
result_array = np.reshape(result.outputs[oname].float_val, output_shape)  

client.py

Export TF Model

https://code.ornl.gov/whb/osmi-bench

Test implementation
• saved_model_cli show --all --dir 1

• python client.py
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Approaches for Scaling Up

HAProxy Load Balancer

GPU0 GPU1 GPU2 GPU3

TFS port 
8500

TFS port 
8501

TFS port 
8502

TFS port 
8503

HAProxy
Load Balancer

MPI Rank 0 MPI Rank 1 MPI Rank 2 MPI Rank 3

Compute node

> singularity pull docker://haproxy

Brewer, Wesley, et al. "Production 
deployment of machine-learned rotorcraft 
surrogate models on HPC." MLHPC’21.

MPI

Boyer, Mathew, et al. "Scalable Integration of 
Computational Physics Simulations with 
Machine Learning." AI4S’22.
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Example: Rotorcraft Aerodynamics 1E6 inferences 
per second

Strategy:
Maximize batch size,
Concurrency = 2

Brewer, Wesley, et al. "Production deployment of machine-learned rotorcraft surrogate models on HPC." MLHPC’21.

Workflow Weak scaling performance on Summit
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Example: Machine-learned Boundary Conditions

Boyer, Mathew, et al. "Scalable Integration of Computational Physics Simulations with Machine Learning." AI4S’22.
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Rankings for RedisAI vs. TF Serving 

Brewer, Wesley, et al. "Production deployment of machine-learned rotorcraft surrogate models on HPC." MLHPC’21.
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Application Example: DL-accelerated Monte Carlo

• Architecture
– Application
– Framework
– DL stack

• Application layer is 
independent of DL 
stack, and built upon
– TF C++
– SmartRedis

Application

Framework

DL Stack

https://doi.org/10.5281/zenodo.6612174, IPDPS23

https://doi.org/10.5281/zenodo.6612174
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• Launch server:

redis-server --port --loadmodule

• Model can be dynamically 
added

• Data save to in-memory DB

SmartRedis Implementation
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• Assume model in TF 
SavedModel format

• Link with libtensorflow_cc.so

• Support half, uint8, …

TF C++ Implementation
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Implementation Considerations



2020 OLCF User Call – HPC and AI Together for Science Campaigns, 4/26/2023

HPC-AI Usage Ex Situ: Distributed System

J. Yin, G. Zhang, H. Cao, S. Dash, B. Chakoumakos, and F. Wang, “Toward an Autonomous Workflow for Single
Crystal Neutron Diffraction.” SMC 2022
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Demonstration
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HPC + AI Training Resources

• Upcoming: AI and Model Deployment
– https://www.olcf.ornl.gov/calendar/ai-for-science-at-scale-intro/ , June 15th, 2023
– https://www.olcf.ornl.gov/calendar/smartsim-at-olcf/ - HPE Training, July 13th, 2023

• AI Model Training
– AI on Frontier: https://olcf.ornl.gov/wp-content/uploads/2-16-23_AIonFrontier.pdf
– Data and Viz: https://www.olcf.ornl.gov/calendar/data-visualization-and-analytics-

training-series-jupyter-workflow-at-olcf/

• Hyperparameter exploration
– Link to OLCF training: https://www.olcf.ornl.gov/wp-

content/uploads/Jupyter_DL_Workflow.pdf (RayTune)

https://www.olcf.ornl.gov/calendar/ai-for-science-at-scale-intro/
https://www.olcf.ornl.gov/calendar/smartsim-at-olcf/
https://olcf.ornl.gov/wp-content/uploads/2-16-23_AIonFrontier.pdf
https://www.olcf.ornl.gov/calendar/data-visualization-and-analytics-training-series-jupyter-workflow-at-olcf/
https://www.olcf.ornl.gov/calendar/data-visualization-and-analytics-training-series-jupyter-workflow-at-olcf/
https://www.olcf.ornl.gov/wp-content/uploads/Jupyter_DL_Workflow.pdf
https://www.olcf.ornl.gov/wp-content/uploads/Jupyter_DL_Workflow.pdf
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Thank you!

We are Hiring! Visit: https://jobs.ornl.gov/

https://jobs.ornl.gov/
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