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Outline

• Introduction to statistical learning (linear regression)
• Intro to deep learning and training methods
• Short survey on scientific applications of deep learning
• Solving Spacegroup Classification 
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Learning from Data

This "family portrait," a composite of the Jovian system, 
includes the edge of Jupiter with its Great Red Spot, and 
Jupiter's four largest moons, known as the Galilean satellites. 
From top to bottom, the moons shown are Io, Europa, 
Ganymede, and Callisto. Credit: NASA/JPL/DLR

Galileo with his Telescope
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Big Data Requires Automated Analysis

• In the last century, you could publish your observation data as 
a part of your manuscript and analyze them using pen and 
paper.

• Recent projects might generate Petabytes of data that needs 
to shipped across the globe.
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Predicting Moon Phases
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Linear Regression
• Looks like a linear fit would 

do a good job in predicting
• But what line? Say, y = ax + 

b. 
• We have two parameters 

[a, b]. How to estimate 
them?

• The parameters that gives 
us the minimum error in 
predicting

• Minimize MSE = \sum (a(x_i) 
+ b(y_i) + c - y)^2
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Need for a more complex model
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Why do we need complex ML Models?

• We could fit a high-degree polynomial curve, but what’s the 
degree?

• Not all data would show a familiar shape (like parabola in this case)
• Data points can have hundreds of features
• What if we need to predict the path of tornado or segment an 

image?
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Complex Machine Learning Models

• Random Forest: combines outputs of multiple decision trees to reach 
a single result.

• XG-Boost: Iteratively build an ensemble of decision trees, each new 
model is trained to correct the mistakes made by the previous models.

• Artificial Neural Network
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Deep Learning as Universal Function Approximator

• We have observations X, we want to predict Y. We want to 
learn f, where Y = f(X)

• For linear regression Y = f(X) = AX + B
• But, what if we don’t to make an assumption about the nature 

of the function (linear, polynomial, …)? 
• Artificial Neural Network (ANN) can approximate and learn this 

f from available observation without any explicit assumption 
about f
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Internals of an Artificial Neural Network

X

W1 W2 W3
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Training a Neural Network

• Forward Pass •       Backward Pass

X

W1 W2 W3
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Deep Neural Networks (Deeper Networks)

ANN
ResNet50

Transformer
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Steps to train a Deep Learning Model

• Load and Explore the Data
– Create a Dataset object
– Create a Dataloader object

• Design a Model
– ANN/CNN/Modify an existing model

• Design Optimizer and Loss function
– Optimizer decides how to update the model, loss gives the measure of error

• Train the model
– For a predefined number of epochs/iterations

• Evaluate the model
– Don’t update the parameters
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train_dataset = NPZDataset(train_data_dir)
test_dataset = NPZDataset(test_data_dir)
train_dataloader = torch.utils.data.DataLoader(train_dataset, …)
test_dataloader = torch.utils.data.DataLoader(test_dataset, …)

class CNN(nn.Module):
  def __init__(self):
 …
  def forward(self, x):
       …
model = CNN()

criterion = nn.CrossEntropyLoss()
optimizer = optim.SGD(model.parameters(), lr=0.001, momentum=0.9)

num_classes = 231
model = models.resnet50(pretrained=True)
num_ftrs = model.fc.in_features
model.fc = nn.Linear(num_ftrs, 
num_classes)

SCALING

for epoch in range(1):
  for i, data in enumerate(train_dataloader):     
    outputs = model(inputs)
    loss = criterion(outputs, labels)
    optimizer.step()
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Training DL Model With Data Batches

Batch 1

Batch 2

Batch 3

Batch 4

Batch 5

Batch 6

Batch 7

https://www.deeplearningbook.org/ Chapter 6, 8

https://www.deeplearningbook.org/
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Training DL Models with Large Data

Batch 1

Batch 1.3

Batch 1.2

Batch 1.1

Accurate, Large Minibatch SGD: Training ImageNet in 1 Hour

https://arxiv.org/pdf/1706.02677.pdf
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Scaling Up/Scaling Out

Batch 1

https://github.com/horovod/horovod
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Scaling Up and Out a model

• Move the model to GPU

• Run on multiple GPU

• Run on multiple Nodes

device = “cuda”
model.to(device)

model = DataParallel(model, device_ids = 
[0, 1, 2])

setup_DDP(backend=“nccl”)
model = DDP(model, device_ids = [0, 1, 
2])
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AI For Science Projects

Project AI Model(s) Domain
AlphaFold for Protein Folding Transformer w/ Cross 

Attention
Biochemistry

DeepThermo Variational Auto Encoder Material Science
CFD Surrogate models (FCN, CNN, 

LSTM)
Fluid Dynamics

Language models for the 
prediction of SARS-CoV-2 
inhibitors 

Transformer (BERT) Medicine/Biology
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HPC-AI Execution Motifs

Gainaru and Jha et al. (2023)
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Machine-Learned Rotorcraft 
Aerodynamics

serving
↔ gRPC

GPU0 GPU1 GPU2 GPU3

TFS port 
8500

TFS port 
8501

TFS port 
8502

TFS port 
8503

HAProxy 
Load Balancer

MPI Rank 0 MPI Rank 1 MPI Rank 2 MPI Rank 3

Client node running CFD Solver

Inference server node 
with surrogate models

Brewer et al., Production Deployment of Machine-Learned 
Rotorcraft Surrogate Models on HPC (2021)

Summit
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Machine-Learned Turbulence Models

• In climate simulations, machine learning can be 
used as a surrogate model for eddy kinetic 
energy, radiation, or precipitation.

• This allows simulation on coarser grids with 
better resolution.

• Like the other CFD case, this requires many 
inferences.

Partee, Sam, et al. "Using machine learning at scale in numerical simulations with SmartSim: An 
application to ocean climate modeling." Journal of Computational Science 62 (2022): 101707.
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Machine-Learned Boundary Conditions

Boyer et al., Scalable Integration of Computational Physics Simulations with Machine Learning (2022)
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Metropolis Monte Carlo

• Goal: sample configurations of a complex 
system given a specified distribution.
– E.g. average E of an alloy at temperature T?

Mo   Nb   Ta    W

Configuration: X

• Random Sampling won’t work 

• But, if generated {𝑋!} follows,

• Then it becomes a simple average 

< 𝐸	> = ∑"𝐸 𝑋 ∗ 𝑃(𝑋)

𝑃	~	exp(−
𝐸
𝑘!𝑇

)

E

< 𝐸	> = /
0
∑!120 𝐸(𝑋!)

Designable Materials Airplane engine 
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Metropolis Monte Carlo and Current SOTA – PT, WL

• Challenge 1: local minima at low T -> partially resolved (PT & WL) 

E

Reaction coordinates

~
	exp(−

𝐸𝑘
! 𝑇 )

Parallel Tempering 

A = min[1,exp(− Δ)]

Δ = (𝐸! − 𝐸3)(
/

4!5"
− /
4!5#

)

𝑇" 𝑇#

MC proposal (X -> X`)

Challenge 2



3232 Open slide master to edit

Challenge 2: -> still open 
Scalable and generic MC proposal for faster 
convergence (time-to-solution)

𝐸! 	 𝐸"
MC proposal 

No recipe for global update  
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Deep Learning Generated MC proposal 

• Address challenge 2: scalable and generic MC proposal 

Encoder DecoderReal Space Real Space

Latent Space

𝑍 𝑍 + Δ𝑍

𝑋 e(𝑋) d(𝑍 + δ𝑍)
𝑍 ~ N(µ, σ | X )

𝑋`

µ

σ

J. Yin, et al, DeepThermo: Deep Learning Accelerated Parallel Monte Carlo, IPDPS’23
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DeepThermo Approach 
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DeepThermo Approach 
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DeepThermo Approach 

𝑃(𝐸)!"	~	exp(−
𝐸
𝑘#𝑇

)

𝑃(𝐸)$%	~	𝐶𝑜𝑛𝑠𝑡

Step 1:  

E

Step 3: 
MC 1 MC 2 MC 3 MC 4 MC .. MC n

Ordered Partial ordered Disordered 

Step 2: 
Sim

GPU

Sim

RedisAI

Sim

TF

GPU

~	𝑂(𝑀&)
Configuration Space

Allreduce 



3737 Open slide master to edit

DeepThermo Architecture

• Architecture
– Application: PT, WL, VAE
– Framework: TF, SmartRedis 
– DL stack: CUDA/ROCm

• Application layer is 
independent of DL stack

• Portability
– Nvidia/AMD GPU, CPU

SmartRedisTensorFlow

Wang-Landau Sampling

Deep Learning Proposal 

CUDA, ROCm platform  

GPU, CPU

VAE modelingParallel Tempering
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Comparisons with PT & WL 

• Improvement on current SOTA

10X Faster 
than PT

More accurate 
at low T than WL
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Scalability on Summit and Frontier (Crusher)

Throughput                      Time-to-solution 

~70%
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Outline (2nd Hour)

• Introduce spacegroup problem
• Visualize spacegroup data
• Build a simple ANN to perform classification
• Use ResNet50 to perform classification on a single GPU
• Make the code multi-GPU and run on single node (PyTorch’s 

DataParallel)
• Make the code multi-GPU, multi-node
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Case-study: Spacegroup Classification

• In mathematics, physics and chemistry, a space group is 
the symmetry group of an object in space, usually in three 
dimensions.
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A Database of Electron Diffraction Patterns for ML of the 
Structural Properties of Materials

• Cover over 60,000 materials 
in material project database 

• Labelled with 
crystallographic space 
groups, lattice 
constants/angles, etc 

• Download link: (550GB) 
10.13139/OLCF/1510313

• MLCommons Benchmarks

Material

E-Beam

Diffracted Beam

Y

2D Scan

X

Material PropertiesCBED ScanElectron Microscope

?

NAMSA: 10.11578/dc.20201001.90

https://doi.ccs.ornl.gov/ui/doi/70
https://github.com/mlcommons/science/tree/main/benchmarks/stemdl
https://www.osti.gov/biblio/1631694-namsa
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A Database of Electron Diffraction Patterns for ML of the 
Structural Properties of Materials

•Metadata: 

•Image data:  
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PyTorch Dataset to Load the Data

• Data is saved as npz format
• Each file has two fields
• Three diffraction images 

were taken at slightly 
different angle for one 
sample
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Creating Dataset and DataLoader
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A Simple CNN Model
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Optimizer and Loss Function
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Training Loop



4949 Open slide master to edit

Test Loop
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The Demonstration

Running a 
CNN on CPU

1
Running the 
CNN on a 
GPU

2
Running the 
CNN on 
multiple GPUs

3
Running 
ResNet50 on 
multiple GPUs

4
Running on 
ResNet50 on 
multiple nodes

5
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Code and Data

• Code: https://github.com/olcf/ai-training-series

• On Ascent: /gpfs/wolf/world-shared/trn018/sajal/ai-training-
series/ai_at_scale

• Data: /gpfs/wolf/world-shared/trn018/sajal/data
• Login: ssh USERNAME@login1.ascent.olcf.ornl.gov

https://github.com/olcf/ai-training-series

