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Timeline
. 1983 -1987

o University of Thessaloniki, Greece
o BS in Physics (minor in Biophysics)

¢ 1988 - 1993

o Duke University
o PhD in Biomedical Engineering

¢ 1993 -2011

%

o Duke University Medical School

o Faculty in
« Department of Radiology

* Medical Physics Graduate Program
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« 2011 - now

o ORNL - Distinguished scientist

* Director of Biomedical Sciences Center
(2011 - 2013)

« Director of Health Data Sciences Institute
(2014 - 2019)

« Group leader (2016 - 2019)
« Division director (2019 — now)
— National Center for Computational Sciences

— 167 staff members
— Annual budget of $275M

o Adjunct Professor of Radiology at Duke
University & UTK

o ORNL-UTK Bredesen Center joint faculty
in Data Sciences



Career Phase / Scientific Focus

« Graduate
o Nuclear Medicine (SPECT)

o Medical Image
Reconstruction and Analysis

« Postdoc
o Computer-Aided Diagnosis

Duke

UNIVERSITY

e Academic Career

o Clinical Informatics / Decision
Support

%.0AK RIDGE Common Thread: Big, multi-modal data - Artificial Intelligence
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What brought me to ORNL

THE DIGITAL HEALTH REVOLUTION

WIRELESS SENSORS & BEVICES 10ug i
Gugy,

2y,

MOBILE CONNECTIVITY 430034, %
""]'-"11 ',";}

SOCIAL NETWORKING 400G uczeg,,, O, %

O-rcom:aD

GENOMICS ACGTACETRCDIALE)

ye it \.)\'.
INTERNET saunaniand™ ¢
AN

AN & w - ;
= - yj\t\ av O
IMAGING "J“J]'_“'l ) \n)\‘ ) N = PRIVENTION

A\ \ .
1 "\\"\- 5 ) \
o g DATA UNIVERSE sgawada o >) PREDICTION

430V3 w¥

naus,am INFOSYSTEMS 10U IF 4 .MANAGLMtNI

& @ . , < MAGNOSIS
Q == < DISEASE
1970 1980 1990 2000 all 2020

%OAK RIDGE

National Laboratory




Major Programmatic Effort

Joint Design of Advanced Computing Solutions for Cancer (JDACS4C)
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/ Supercomputing
advances
cancer research
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Y Research
demands more

ECP

EXASCALE COMPUTING PROJECT

Exascale Computing
Project

Developing more powerful
computing and computational tools,
including deep learning, to accelerate
cancer treatments and cures

Phase 1: 2016-19
Phase 2: 2019-21
Phase 3: 2021-...

Identify Molecular Drug Targets

Deepen the understanding of cancer biology and
identify new drugs through the integrated
development and use of new simulations, predictive
models, and next-generation experimental data

Outcome:
Custom tailored drugs for most aggressive cancers

M) NATIONAL CANCER INSTITUTE
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‘ computing /

Personalized Tumor-level Drug Response Population Outcomes Strategy

Use the national cancer surveillance program to
automatically capture data needed to understand
the effectiveness of cancer treatments and key
drivers of cancer outcomes across all subsets of
the population

Identify promising new treatment options using
advanced computation to rapidly develop, test, and
validate predictive pre-clinical models for precision
oncology

Outcome:
A comprehensive and scalable national cancer surveillance
program that informs precision cancer care outside a clinical trial

Outcome:
Comparison of treatment outcomes on single tumors

Frederick National Lab
for Cancer Research
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Al To fransform national cancer surveillance

SEER is the premiere national Surveillance data captured/ planned on each cancer patient
surveillance system since 1973

o Funded by NCI its primary
mission IS to support research
on the diagnosis, treatment and
outcomes of cancer
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Exposome Genome

¥oakRinge  Improve the effectiveness of cancer treatment in the “real world” through computing
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Prospectively support
development of new
diagnostics and treatments




Al and HPC for clinical text understanding @ scale
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NLP Model Search

Convolutional neural networks

Recurrent neural networks

Graph convolutional networks

[
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[ Attention-based neural networks
[

| ELMO and BERT

Supportive Techniques

Multi-task learning

Active learning

Privacy-Preserving Learning
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Data Representation

Word/Phrase embeddings:
Word2Vec, FastText ....

)

Case-Level Multi-Document

]

[ CUIl representation

]
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Scalability across
pathology labs,
SEER registries, and

\

Increasing robustness to label quality

cancer phenotypes
Reportability
Report Tvpl
Cancer phenotypes
* Site
¢  Subsite )
e Histology
e Grade
*  Behavior
e Laterality
*  Metastasis /
Recurrence —
*  Biomarkers

0(11000) cancer
phenotypes

Deployment
across SEER
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Oak Ridge Leadership Computing Facility

Mission: Providing world-class computational resources and specialized services for
the most computationally intensive global challenges for researchers around the world.
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Frontier
| TP AL Cray Shasta
[ AN 1 11Tl Summit >1 500 PF
IBM 200 PF 4 AMD GPUs,
Jaguar Cray XK6 27 PF 6 NVIDIA GPUs, 1 AMD CPU
Cray XT5 2.3 PF NVIDIA GPU, 2 Power CPUs 29 MW
AMD CPU AMD CPU 13 MW
2009 7 MW 2012 9 MW 2017 2021
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What keeps me at ORNL

EE A PART
OF SOMETHING

BIG!




What keeps me at ORNL

...AND working with great peoplel
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Thank you

ORNL is managed by UT-Battelle, LLC for the US Department of Energy e E N .




