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COVID-19 Antivirals

 FDA-approved: Remdesivir (polymerase inhibitor)

e In clinical trials:
— Molnupiravir (polymerase inhibitor, phase lI/11)
- PF-07321332 (protease inhibitor, phase-l)
— PF-07304814 (protease inhibitor, phase-|)
— Monoclonal antibodies (entry inhibifors, phase |/l)

« $3.2B US federal funding for a COVID-19 antiviral by end of 2021

% 0AK RIDGE https://covdb.stanford.edu/page/covid-reviev
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Typical Drug Discovery Timeline

Allen D. Roses, Nature Rev Drug Disc. 7, 807-817 (2008)
1215 years |

Target validation,

Target assay Phase II: Phase IlI:

Target omeruen | L o-lsak efficac efficac
identification : medicinal Y Y| and approval
and screening : safety safety
chemistry safety
Efficacy proof of concept
Target 5 1
screen years )
3
Target screen Safety package 4
S1-4 million $12-15 million

Virtual Screening

Can we shorten the molecule screening
phase to a few months using HPC with GPUs?
%OAK RIDGE
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Structure-based Drug Discovery

« Structure-based drug discovery uses
three-dimensional models of small
molecules binding to protein “receptors”

« For COVID-192 many groups are targeting
the viral proteins in order to find molecules
that can inhibit viral entry and replication

 These small molecule compounds, or
“ligands” could be used to develop
potential drugs

« By binding to the receptor’s binding site, @
small molecule can inhibit the protein’s
action

Search Volume

* Molecular docking is an optimization

Two of the SARS-CoV-2 protein calculation within a biomolecular
targets of close to 30 total simulation
proteins
Vermaas, Josh Vincent, Ada Sedova, Matthew Baker, Swen Boehm, David Rogers, Jeff Larkin, Jens Glaser, Micholas Smith, Oscar Hernandez, and
OAK RIDGE Jeremy Smith. "Supercomputing Pipelines Search for Therapeutics Against COVID-19." Computing in Science & Engineering (2020).
%National Laboratory https://doi.org/10.1109/MCSE.2020.3036540



https://doi.org/10.1109/MCSE.2020.3036540

%

Searching the Vast Chemical Space
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Chemical synthesis companies promise to be -
able to synthesize over 1 billion different
compounds

Total synthesis space contains about 1040
chemical compounds’

Experimental assays can test about 104 in the
most high-throughput settings

*Virshup et al. J. Am. Chem. Soc. 2013



Docking 1.3 billion compounds to SARS-CoV-2

protein in under 24 hours
<) o using all of Summit’s GPUs and CPUs

Enamine REAL

database: 1.3 B
drug-like small
molecules
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 Docked 2.6 billion compounds in 2 days using all of
Summli (‘I 3B/qu) Drug molecule binds to SARS-CoV-

2 protein as simulated on Summit
1 1 e o ith Autodock-GPU
 Full-accuracy molecular docking with optimization of I ATIEEoe

ligand internal coordinates and generating 20 poses
per docking

%OAK RIDGE

National Laboratory







Accelerating the End-to-end Pipeline >50x

Workflows
‘==
1. High-throughput AutoDock-GPU [ O bt O peerer
on Summit: Docking Billions of Task Dispatch ppplications
Compounds at Scale for COVID- e

. AutoDock-GPU
19 Drug Discovery @

2. Accelerated Kernels for
Machine Learning Feature
Calculations: Better Predictions
via ML-based Rescoring

Blazing SQL, 9
RAPIDS/Dask

Apache Arrow

'ﬁl

3. Data Analyfics on Massive
Outputs Within a GPU-
accelerated Virtual Laboratory

DATABASE

Glaser, J., Vermaas, J.V., Rogers, D.M., Larkin, J., LeGrand, S., Boehm, S., Baker, M.B., Scheinberg, A., Tillack, A.F., Thavappiragasam, M. and
OAK RIDGE Sedova, A., 2021. High-throughput virtual laboratory for drug discovery using massive datasets. The International Journal of High Performance
%National Laboratory Computing Applications, https://doi.org/10.1177/10943420211001565
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Tackling Immediate Scaling Challenges for High-
throughput Docking Calculations on Summit

° There were multlple CO des Program Reference License GPU 2020 Citations
AutoDock Vina  Trott and Olson (2010) Apache 2330
tO Choose from at the Start AutoDock4 Morris et al. (2009) GNU 1670
Of the pandemlc GLIDE Friesner et al. (2004) Commercial 569
DOCK®6 Allen et al. (2015) Academic 59
u AUtODOCk‘GPUfT'Om rDock Ruiz-Carmona et al. (2014) GNU 53
Scripps Research WCIS in FRED McGann (2()1 1) Commercial 43
DOCK3 Coleman et al. (2013) Academic 17
development PLANTS Korb et al. (2006) Academic  ¢Korbetal. (2011) 16
1 QuickVina-W Hassan et al. (2017) Apache 15
* MOST dOCklng COdeS Only QuickVina 2 Alhossary et al. (2015) Apache 12
use the CPU BUDE Mclntosh-Smith et al. (2015)  Unavailable v 8
. GeauxDock Fang et al. (2016 Academic v D
" 97% Of The FLOPS on Summlf AutoDock-GPU  Santos-Martins et al. (2019b
qre on the GPUS GOLD Commercial
« Inoriginal code, each MOES ol
) MOE-dock Commercial
small molecule/protein pair AutoDock-GPU
runs a distinct executable .- A new GPU version from Scripps based on the widely
» FEach instance reads and used AutoDock4 program
reloads the protein file even if the *  Well supported
same one is used repeatedly * Open Source

%OAK RIDGE
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Production High-throughput Version: Summit

e GPU version gains an average of 103- Sy el
350% speedup over CPU serial 3 — =
version for our test set (Enamine @ | 1981.3 hr 1972.6 hr
: : : o
Diversity Set, 10K different € 102) mmm AutoDockd
compounds) =% mm AutoDock GPU
= |ndividual calculations take seconds_% ] Pipelined AD-GPU
Q 21.9 hr 21397£lr
* File loading and CUDA setup are o yq1. 1039 _ = .
a significant portion of the g | —i‘ 5.6 hr 5.4 hr
runfime > ] 4.97 345 5.07 341
-
= Reusing CUDA context, data and files ' é— - ggm
between ligands substantially 10°
accelerates the runs ] | - 068
Mpro PLpro
| A\/ergge Of 50)( Speedup per LeGrand, S., Scheinberg, A., Tillack, A.F., Thavappiragasam, M., Vermaas, J.V., Agarwal,

R., Larkin, J., Poole, D., Santos-Martins, D., Solis-Vasquez, L. and Koch, A., 2020,

S Uum m|'|' ﬂOd e VS. C P U VerSiOﬂ run September. GPU-Accelerated Drug Discovery with Docking on the Summit

Supercomputer: Porting, Optimization, and Application to COVID-19 Research.
onNn d ” 42 cores In Proceedings of the 11th ACM International Conference on Bioinformatics,
%l(\I)AI?il IL{iDGE Computational Biology and Health Informatics (pp. 1-
ation: al oratory

10). https://doi.org/10.1145/3388440.3412472
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Deploying Autodock-GPU on Summit at Scale

Fireworks Redis Queue

e Mongo-DB hosted on OLCF Slate/Marble Kubernetes

* Redis-DB hosted on job-launch node

e Custom script interacts with ready/complete/error
sets

» Fireworker script interacts with task graph

* Largest deployment to date (27,600 fireworkers)

_ _ « Small code size, special purpose solution
* More components increased development cycle time

_ » Persistent database state allows checkpoint/restart
» Persistent database state captures provenance data

and allows checkpoint/restart e Provenance data captured in per-node log

e https://github.com/materialsproject/fireworks « Simplified resqueue design
(https://github.com/resque/resque)

A
- ireWorkgy = ==

%OAK RIDGE

National Laboratory
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Accelerating the End-to-end Pipeline >50x

1. High-throughput AutoDock-GPU 1 O 2
on Summit: Docking Billions of
Compounds at Scale for COVID-

19 Drug Discovery o

Applications

AutoDock-GPU

'ﬁl

2. Accelerated Kernels for Machine ‘o ————
. R _ RAPIDS/Dask
Learning Feature Calculations:
Better Predictions via ML-based
Rescoring

3. Data Analyfics on Massive
Outputs Within a GPU-
accelerated Virtual Laboratory

DATABASE
m e Al RESCORING [y o QUERIES

%OAK RIDGE
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Feature Calculation for Machine Learning

ay
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« Implemented a pairwise contact histogram kernel

« Accelerate parsing of PDBQT coordinate files using
tokenization on GPU with string methods in cudf

« Stream all 20 conformations per ligand from a CUDA
data frame to the GPU kernel using zero-copy

:Z_iigand [ms] th/NS Tparse,N:72 TTS
CPU 271.4 154.76 3.216h 32.407h
GPU 0.387 15,494 0.314h 0.323h
Speedup 700 % 10.24x  100.12x

Per-node time to solution,
Rescoring on 72 nodes



Accelerating the End-to-end Pipeline >50x

1. High-throughput AutoDock- T Workflows

GPU on Summit: Docking
Billions of Compounds at 1 @) voe

Batches

Scale for COVID-19 Drug Task Dispatch —
. 4608 nodes pplications .
Discovery ° ;

Summit —
2. Accelerated Kernels for ?
Machine Learning Feature — e
. ransfer Files /Dask

Calculations: Better

Predictions via ML-based
Rescoring

3. Data Analytics on Massive —— . T
Ouvutputs Within a GPU- -

accelerated Virtual

Laboratory
%OAK RIDGE
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Accelerated Data Analytics Key Concepts

Data Preparation — Model Training —
cuDF culO CuML cuGraph
ETL and Analytics Machine Learning Graph Analytics

Apache
>>> o GPU Memory

Apache Arrow memory management avoids the serialization-deserialization bottleneck

PyTorch,
TensorFlow, MxNet
Deep Learning

cuXfilter <> pyViz

Visualization

NVIDIA RAPIDS
%OAK RIDGE
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Accelerated Data Analytics “Virtual Lab” at OLCF

'

blazingSQL D

. A w
3 A '.
Accelerated 13 1B of
jupyter » -
/ SQL queries parquet files
v per docking

. Comnactir RAPIDS (L ©

« User interface :
. « Task Scheduling across . :
IPython-based nodes/GPUs Accelerated Data Analyfics

« Interactive * Machine Learning
* Visualization

Back-end Supercomputer with
high-memory GPUs + node-local

Front-end cluster with GPUs
0 storage

(Marble/Slate)

(Summit)

We are analyzing TBs of data in seconds/minutes using Summit’'s GPUs
%OAK RIDGE
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Interactive HPC for Scientific Productivity
Goal: analyze 1.3B docking results in seconds

JupyterLab X +

& jupyterhub-bif128.apps.marble.ccs.ornl.gov,

File

Edit View Run Kernel Tabs Settings Help

/¢ Dask Gpu Memory X » 5R84_analyze.ipynb X 17 Dask Cluster Map X

B + XO T/ » m C » Code v Python3 O
GPU Memory:2.24 TB/16.44 TB

Visualization

lobabel -ipddqt 'test_5R84.pdbqt' -opdb -0 'test.pdb’

) T T T T T T T
00 20Ggg *0Gg S0y Bogg 00gy '20gg 'dogp [34]: hport py3Dmol

igand = open('test.pdb','r').read() |
17/ Dask Gpu Utilization X 2ceptor = open('monomer_5R84.pdb','r').read()

iew = py3Dmol.view(width=480,height=600)
iew.addModel(receptor)

GPU Utilization iew.setStyle({'chain': 'P'},{'cartoon': {'color':'spectry
view.setStyle({'chain': 'P'},{'stick': {'color':"'spectrun
iew.addSurface(py3Dmol.VDW,{ 'opacity':0.4, 'color':'white

I t t t 1 | iew.addModel(ligand)
0 20 40 60 80 10, iew.setStyle({'model': 1},{'stick':{'radius':0.5, 'singlef
Dask Nprocessing X ® 6WQF_analyze.ipynb X
B + X O [ » m C » Code v Python3 O

Tasks Processing

Select top compounds !
I T t t t 1 q = "SELECT * FROM scores ORDER BY vs_dude_v2 DESC LIMIT 100000"
0 0.2 0.4 0.6 0.8 1

bc.explain(q)
i Dask Task Stream X

'LogicalSort(sort@=[$4], dir@=[DESC], fetch=[100000])\n LogicalTableScan
(table=[[main, scores]])\n'

= %%time
res = bc.sql(q)
CPU times: user 571 ms, sys: 27.1 ms, total: 598 ms
40s

Task Stream

Wall time: 11.2 s
1/01 10s 20s 30s

oo e ALY

1 7 {& Python 3| Idle Saving completed Mode: Edit & Ln3,Col8 5R84_analyze.ipynb

% 0AK RIDGE Demo: Virtual Lab using Summit’'s GPUs
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Strong scaling of database query processing

150 - Conf Join Scaling
~o.
Node Count — 100_: \\\ _____ Ideal

’U? 125+ - 1 O \CD/ 60 S 'Y Actual Query Type complexity
e | mm27 £ g ni o)
o) . — | L NN Count O(N)
E - 36 28 ¢ Y Histogram O(N)
= " — Sort O(NlogN)
= 75 - 54 10 2736 54 Hash join (partition) O(N + M)
> Nodes Hash join (join) O [(N/Npart, N) X (M/Nyart, )]
O 50

-

@)

%OAK RIDGE

National Laboratory




From Virtual Lab to Wet-lab Experiments
120

=
=
o
—e—

=

3.

o

N

)

©

X 100 .

> { } I } Purchased and
S assayed 323
= 90 ° compounds
% predicted
= 20 by Gigadocking
3 | .

2 | — —2.1(+£3.5)x + 112.13 (festing by
$ s T Stephanie
e 707 ' ' _° Galanie, ORNL)

6.6 6.8 7.0 7.2 7.4 7.6
RF Score VS DUD-E v2

Goal: Validate top compounds from 1.3B Gigadocking predicted via

the “Virtual Lab”
¥

OAK RIDGE
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Postera.ai "Moonshot” Mpro data set

® 0@ P assays x | B) Assays x %o PostEra | COVID-19 x  +
&« C {) @& covid.postera.ai/covid O & N e H
Submit  Submissions ¥ About ¥  Discuss
PostEra

COVID Moonshot

An international effort to L _ ' "
DISCOVER A COVII; AffNTIVIRAL Cro Wd S O UrCIn g e ffo r-I-

Activity Data (ZJ | Structures (23

~1000 activities
WHAT IS COVID MOONSHOT? STAY CONNECTED ~5OO CFYSTO' S'l'rU C'I'U res

The COVID N isan itious cr irced initiative to accelerate First Name* Last Name*
the development of a COVID antiviral. We work in the open with no
intellectual property constraints. This way, any scientist can view submitted
drug designs and experimental data to inspire new design ideas. We use our . o
. . . . g Email Address* Institution
cutting-edge machine learning tools and Folding@home's crowdsourced
supercomputer to determine which drug designs to send to our partners to
make and test in the lab. With each drug design tested, we get closer to our

HOW YOU CAN HELP
Fund Us Share Your Compute Power  Contribute Your Expertise . ° ° °
Funds go toward making and testing the most Run molecular simulations on your computer Submit drug design ideas using the form below. p S ° C o v I ° p o S e rq ° q I C ov I
promising antiviral candidates. when idle to help us find new molecules to test.
molecules
355 81 7 raised of 96 50/ of sprint 1 6, 1 3 submitted
) $1,500,000 . O completed

] 1 6q7 SYTheSiZfd
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Hit Expansion for SARS CoV-2 Main Protease

« We computationally predicted new non-covalent inhibitors that
1. maximize scaffold similarity to a known inhibitor
2. make similar docking contacts with the protein target

o r1: O=c |19|
' : v r2: O=c(c)[nH]|15]|c(cc)ce
NS
\ @)
Yol @)
N L
0~ O : O "L s
) N H A
[N=0f ) !
3 PR
2D neighborhood expansion (MAP4) 3D contact expansion (giga-docking)
Capecchi, A., Probst, D. and Reymond, J.L., 2020. One molecular Moonshot x11612 (XTCI') and

OAK RIDGE fingerprint to rule them all: drugs, biomolecules, and the
%N"‘ﬁm“uab““m metabolome. Journal of Cheminformatics, 12(1), pp.1-15 21528050012 (dOCked)




Hit Expansion for SARS CoV-2 Main Protease

e« Purchased 100 Molecules from Enamine

» Experimental screen for activity against SARS CoV-2's main protease

cl

x11612 0.0% (0.000)

Reference compound
from COVID Moonshot

(not assayed)

%OAK RIDGE

National Laboratory

Ul e B SE

71530724963 2_T1 9.0% (0.285) Z1530718726_1_T1 9.0% (0.302) 71927517858_1_T1 10.0% (0.287) Z1530725178_1 10.0% (0.365)

S

Better Inhibition

Unpublished data



New Crystal Structures from Hit Expansion

 Three compounds were purchased from Enamine and protein structures solved
at ORNL’s SNS facility

« Two of the compounds co-crystallized with the main protease and
characterized using X-ray crystallography at room temperature

« Three additional compounds are undergoing crystallization trials

Cl O —

OCHj

21530718726 Unpublished data

0K RIDGE Crystallization/Characterization: Daniel Kneller and Andrii Kovalevskyi (ORNL)




New Language Model for Molecules

We developed a state-of-the-art, transformer-
based machine learning model to predict
novel, synthesizable compounds

Manipulating SMILES to create new molecules Example for a single molecule
Optimizing synthesizability and

Tokemze Mosk Predlc’r %
\/Q \«Q - \’\,Q
i ) 0.59 |
OC/clccececl1Br OC/COclcccceclBr

Results across a population

o~

original  generated

Probability Density
w

o

0 0.5 1.0
Harmonic Mean Synth | Drug

%Qfxﬁl}?g‘; https://code-int.ornl.gov/uveg/maskedevolution
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Conclusion

o A computational capabllity to accelerate the initial stages of drug
discovery is essential to combat the current and future pandemics

« We performed a virtual screening of 1.37B small organic molecule

compounds on all of Summit against the SARS CoV-2 main protease in
under 24h and predicted novel inhibitors of Mpro

|ﬂ-SI|ICO Data Analytics B h . |
molecule lopnysical
“synthesis” characterization
S y n e S I S i asescorr?r:ein- igan Binding assays
Structure
ECOSVStem characterization
-
OngO'ng Python APIs
Physics-based o soon
modeling tools . L
\'/ |
QM-based energy function ;iljdai:"z_as?;:l n
Classical docking R
Replica methods anaIVSIS
Molecular Mechanics Molecular visualization
pose refinement Dimensionality D O TO
reduction
analytics

High-throughput < High-
QAK RIDCE Accuracy Virtual Screen



