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All materials contained in, attached to, or referenced by this document that are 
marked Cray Confidential or with a similar restrictive legend may not be disclosed 
in any form without the advance written permission of Cray, a Hewlett Packard 
Enterprise company.  These data are submitted with limited rights under 
Government Contract No. B626589 and Lease Agreement 4000167127. 
These data may be reproduced and used by the Government with the express 
limitation that they will not, without written permission of Cray, be used for purposes 
of manufacture nor disclosed outside the Government.

This notice shall be marked on any reproduction of these data, in whole or in part.

Technical Data Rights
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FORWARD LOOKING 
STATEMENTS
This presentation may contain forward-looking statements that involve risks, 
uncertainties and assumptions. If the risks or uncertainties ever materialize or the 
assumptions prove incorrect, the results of Hewlett Packard Enterprise Company 
and its consolidated subsidiaries ("Hewlett Packard Enterprise") may differ 
materially from those expressed or implied by such forward-looking statements and 
assumptions. All statements other than statements of historical fact are statements 
that could be deemed forward-looking statements, including but not limited to any 
statements regarding the expected benefits and costs of the transaction 
contemplated by this presentation; the expected timing of the completion of the 
transaction; the ability of HPE, its subsidiaries and Cray to complete the transaction 
considering the various conditions to the transaction, some of which are outside the 
parties’ control, including those conditions related to regulatory approvals; 
projections of revenue, margins, expenses, net earnings, net earnings per share, 
cash flows, or other financial items; any statements concerning the expected 
development, performance, market share or competitive performance relating to 
products or services; any statements regarding current or future macroeconomic 
trends or events and the impact of those trends and events on Hewlett Packard 
Enterprise and its financial performance; any statements of expectation or belief; 
and any statements of assumptions underlying any of the foregoing. Risks, 
uncertainties and assumptions include the possibility that expected benefits of the 
transaction described in this presentation may not materialize as expected; that the 
transaction may not be timely completed, if at all; that, prior to the completion of the 
transaction, Cray’s business may not perform as expected due to transaction-related 
uncertainty or other factors; that the parties are unable to successfully implement 
integration strategies; the need to address the many challenges facing Hewlett 
Packard Enterprise's businesses; the competitive pressures faced by Hewlett 
Packard Enterprise's businesses; risks associated with executing Hewlett Packard 
Enterprise's strategy; the impact of macroeconomic and geopolitical trends and 
events; the development and transition of new products and services and the 
enhancement of existing products and services to meet customer needs and 
respond to emerging technological trends; and other risks that are described in our 
Fiscal Year 2018 Annual Report on Form 10-K, and that are otherwise described or 
updated from time to time in Hewlett Packard Enterprise's other filings with the 
Securities and Exchange Commission, including but not limited to our subsequent 
Quarterly Reports on Form 10-Q. Hewlett Packard Enterprise assumes no obligation 
and does not intend to update these forward-looking statements.
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• CSML releases a wide range of libraries useful for a variety of different scientific 
applications

• Examples of scientific applications that make use of CSML libraries:

• CP2K, LSMS, Qbox, Quantum ESPRESSO
• Other applications in areas of computational fluid flow, multiphysics, and 

climate

• Include linear algebra routines for matrix operations, factorization, solvers, FFT

• Optimizations focus on dense linear algebra routines for CPU and GPU targets

Cray Scientific and Math Libraries (CSML)
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• Designed to achieve maximum performance from Cray systems with minimum effort

• Node performance
• Highly tuned BLAS within nodes

• Network performance
• Optimized for performance across nodes
• Overlap between communication and computation
• Use the best available low-level mechanism
• Use adaptive parallel algorithms

• Highly adaptive software
• Using auto-tuning and adaptation, provide the best known algorithms at runtime

• Productivity features
• Simpler interfaces into complex software

What Do Cray Scientific Libraries Offer?
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• Accessible by loading modules

• cray-libsci
• CPU targeted optimized BLAS, LAPACK, ScaLAPACK, IRT

• cray-libsci_acc
• GPU targeted optimized subset of BLAS, LAPACK, ScaLAPACK

• cray-fftw
• CPU targeted optimized FFTW package

Core Libraries Available Today
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• Current CPUs and GPUs supported include Intel Xeon, AMD EPYC, Nvidia GPUs

• Available today on Cray XC systems and works with
• CCE, GNU, and Intel compilers
• cray-mpich

• Available today on Cray CS systems and works with
• CCE compiler
• cray-mvapich2 and Intel MPI

• Libraries are automatically included at link time by Cray cc, CC, and ftn drivers when 
modulefile is loaded

Using CSML
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• Optimized set of BLAS, LAPACK, and ScaLAPACK libraries
• Optimized for Intel Xeon (AVX-512) and AMD EPYC (AVX2) CPU targets

• Package includes Iterative Refinement Toolkit (IRT) set of linear solvers
• Uses IR with mixed-precision to accelerate LU and Cholesky solvers

• Optional eigenvalue solver ScaLAPACK backends available:
• KAUST KSVD with ZOLO-PD - optimized for large ill-conditioned inputs
• ELPA – symmetric eigensolver (must provide path to an external self-built ELPA package)

• Cray libraries are integrated into cray-python and cray-R packages
• NumPy and SciPy packages in cray-python leverage cray-libsci for matrix ops

Overview of cray-libsci
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• Provides basic scientific libraries optimized for hybrid systems
• Includes a subset of GPU optimized BLAS, LAPACK, and ScaLAPACK

routines

• Independent to, but fully compatible with OpenMP

• Intended primarily as a drop-in for CPU codes to port them to GPU targets
• For example a CPU dgemm_(tA, tB, M, …) call in code would be off-loaded

• Currently support Nvidia Tesla GPGPU targets including Pascal and Volta
• Support for AMD GPUs coming next year

Overview of cray-libsci_acc
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• To use, make sure the following module is loaded:
• user@login> module load cray-libsci_acc
• Automatically loaded if GPU target module set, for example craype-accel-nvidia60

• Automatic and manual cray-libsci_acc interfaces
• Automatic interface will detect and orchestrate CPU-GPU memory transfers

• Includes out-of-core support (example: matrix multiple is blocked to avoid GPU memory overflow)

• Manual interface is explicit about where memory is allocated
• May be useful for finer control

• Currently supports OpenACC and OpenMP offload

• See intro_libsci_acc man page for more details

Using cray-libsci_acc
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Automatic Interface for BLAS3 and LAPACK

User Application

Libsci_acc 
DGEMM_ACC

dgemm_(); where is 
the data?

On GPU

On Host

Libsci_acc
Hybrid DGEMM

Large 
enough?

Libsci 
DGEMM

CPU

yes

no

GPU

•BLAS 1 and 2 performs computation local to the data location
•CPU-GPU data transfer is too expensive to exploit hybrid execution



© 2019 Cray, a Hewlett Packard Enterprise company

• Cray optimized version of the popular FFTW library

• Includes serial, threaded, and distributed (via MPI) FFTW libraries

• Supports C2C, R2C, C2R, and R2R FFTs of arbitrary size and Ndims

• Tuned for Intel Xeon (AVX-512) and AMD EPYC (AVX-2) targets
• Includes optimized plan data for typical inputs for scientific applications

• Supports a variety of in-place and out-of-place FFT operations

Overview of cray-fftw
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• FFTW3 libraries automatically included via Cray cc, CC, ftn drivers
• user@login> module load cray-fftw

• Independent to, but fully compatible with OpenMP

• Uses the standard FFTW3 interfaces and API

• See intro_fftw3 man page for more details

Using cray-fftw
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Q U E S T I O N S ?

Thank  You !


