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Ascent

For the most part, Ascent users can reference the Summit User Guide, but there are 
differences between the 2 systems pointed out in the section

• Training System (Ascent)

• 18-Node cabinet with the same architecture/nodes as Summit (only 16 nodes 
available for scheduling).

• NOTE: Many in-person participants will be sharing access to Ascent during the 
workshop, so the following resource scheduling policies will be in place:
– 1 Node per job, 20 minute walltime limit, 1 job running & 1 job eligible
– If you need more nodes, we will handle requests individually

https://goo.gl/bx3MHy
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Available File Systems / Storage Areas on Ascent
/ccsopen/home/userid
• Upon logging in to Ascent, you will be placed in your personal home (NFS) directory,

/ccsopen/proj/gen115
• You also have access to a shared NFS directory, which can be accessed by all members of the GEN115 project (so many workshop participants); if you 

need a collaborative workspace, I suggest that you create a directory here (with an appropriate name). 

Both of these directories are within NFS, and are places you might want to keep source code and build your application.

In addition, you have access to a (GPFS) parallel file system, called wolf. This is where you should write data when running on Ascent’s compute 
nodes. Under /gpfs/wolf/gen115, there are 3 directories:

[ascent ~]$ ls /gpfs/wolf/gen115/
proj-shared scratch world-shared

• proj-shared can be accessed by all members of GEN115, so this is where you should create a directory (with some appropriate name) to 

collaborate with your team. So you would possibly have 2 shared directories for collaboration – 1 on NFS (for source code, scripts, compiling, etc.) and 1 

on GPFS (for writing data from compute nodes that needs to be shared among your team members).

• scratch contains directories for each user, and only that user can access his/her own scratch directory. So you could write here from the compute 
nodes if you don’t need to share the resulting files with the rest of your team.

• world-shared can accessed by any user on the system in any project (e.g. STF007). This is meant for collaborating across groups.
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Additional Notes

• Please make sure to wait for a mic when asking questions
– If not, (presenters) please repeat the question 

• If you are attending in-person, and you do not know how to obtain access to 
Ascent, please
– Visit the page Obtaining Access to Ascent

– Or, email Tom Papatheodore at papatheodore@ornl.gov

https://goo.gl/3GjaPW
mailto:Papatheodore@ornl.gov
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On to the 
presentations…


