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Outline

e Storage Areas
— Available file systems and options for archiving

« Data Transfer
— Transfer your files between Titan and Summit
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NFS

e User home: /ccs/home/$USER

* Project home: /ccs/proj/[projid]

* Long-term storage for your general data under home or related to project under proj
» Build your code in /tTmp/$USER it is faster and install in /ccs/proj/[projid]

e There is provided a backup

« User home is not accessible from compute nodes

* Project home is accessible only for reading from the compute nodes

 Not purged

* Quota of 50GB

e User home is user-centric
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NFS (cont.)

« Check quota on user home

> quota -Qs
Disk quotas for user gmarkoma (uid 14850):

Filesystem blocks quota Iimit grace files quota Ilimit grace
nccs-svml.lb.ccs.ornl.gov:/nccs/home?2

3237/M 51200M 51200M 49161 4295m 4295m
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NFS (continue)

e | deleted a file from my NFS, how to recover it¢

o ANswer: snapshofts

- Go to the .snapshot folder (Is will not show this folder):
— cd $HOME/.snapshot

S -|
Arwx------ 27 gmarkoma gmarkoma 4096 Nov 21 16:51 daily.2018-11-

Arwx------ 27 gmarkoma gmarkoma 4096 Nov 21 16:51 daily.2018-11-
24 0010
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HPSS

e User archive: /home/$USER
 Project archive: /proj/[projid]

* Long-term storage for large amount of general data under
home or related 1o project under pro.

 Quota of 2 TB and 100 TB for user and project archive
respectively. Maximum 68 GB size per file and max 1 million files
per archive

* Not purged
e User archive is user-centric
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HPSS (cont.)

e« Check HPSS quota:
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Alpine

e Alpine, is a Spectrum Scale (ex-GPFES) file system of 250 PB of
used space, which is mounted on Summit and Data Transfer
Nodes (DTN) with maximum performance of 2.5 TB/s for
sequential I/O and 2.2 TB/s for random |/O

e It is constituted by 154 Network Shared Disk (NSD) servers

e |t is a shared resource among users, supporting File Per Process
(FPP), Single Shared File (SSF) and any combination
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Alpine (cont.)

« Memberwork:
« Short-term storage of user data related to the
project but not shared

* Projwork:
« Short-term storage of project data shared
among the members of the project

« Worldwork:
« Short-term storage of project data shared with
OLCF users outside the project

 No backup
 Quota 50 TB
« Purged after 150 days
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Storage policy

Permissions

Backups

Purged

User Home
User Archive
Project Home
Member Work
Project Work
World Work

Project Archive
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$HOME

/home/$USER

/ccs/proj/[projid]

/gpfs/alpine/scratch/[userid]/[projid]/

/gpfs/alpine/proj-shared/[projid]

/gpfs/alpine/world-shared/[projid]

/proj/[projid]

NFS

HPSS

NFS

Spectrum Scale

Spectrum Scale

Spectrum Scale

HPSS

User Set

User Set

770

700

770

775

770

yes

yes

no

no

no

no

no

no

no

150 days

150 days

150 days

no

50GB

2TB

50GB

50TB

50TB

50TB

100TB



Data Transfer

Advancing the Era of Accelerated Computing

ooooo

@cNERGY &0 ¥Riee DLOCF=

,,,,,,,,,,,,,,,,

Lustre

Data Transfer Nodes e

(DTN) improve the
performance by
reducing the load on
the login and service R
nodes of the HPC
facilities. Moreover,
transfer data outside
the HPC facility.
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Data Transfer (cont.)

« When you log-in to Summit you would like to have access to
your old files (if you are already user of OLCF HPC facilities)

e There are many ways to transfer files but in general we propose
Globus

« We will mention all the approaches and some performance
results.

%OAK RIDGE
National Laboratory




Data Transfer (cont.)

e Using home NFS

o If the data size is less than 50 GB and there is enough free
space in your home directory is through home.

titan> cp -r data HOME
summit> cp -+ $HOME/data .

e Itis simple, but is it faste
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Data Transfer (cont.)

e Using HPSS

e Send one folder to HPSS and retrieve it from the destination. There is significant
higher data size limit

titan> htar -cvf fransfer_test.tar transfer_test/*

HTAR: a fransfer test/dataO.txt
HTAR: a fransfer test/datal0.ixt

HTAR: a /tmp/HTAR_CF_CHK_8183_ 1543522594

HTAR Create complete for transfer_test.tar. 23,068,684,800 bytes
written for 22 member files, max threads: 3 Transfer time: 186.324
seconds (123.8092 MB/s) wallclock/user/sys: 186.521 30.654 105.275
seconds

HTAR: HTAR SUCCESSFUL

summit> htar -xvf transfer_test.tar
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Transferring files through NFS and HPSS

titerwls -1

total 17016

crmereop-c 1 gerkone garkons JREESTENG Dec 1 09:50 doto. tat

titartebtar ~ovf el l_tronifer tor dota, tat

WTAR: & deta. tat

WTAR: @ Jesp/WTAN CF OH_ SJ0%4 1543609 %

NTAR Create complete for ssall_troenfer tor. 1,040,578, Pyt written for | sesder
files, sun threods: ) Tromafer time: B.40% secomds (12ALEL] ME/s) wallclock/wmer /vy
LS 1. A T aeconas

WTAR; WTAR OSSN

titem]
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Globus

o Globus transfers fast, parallel and reliable files between two endpoints

 Endpoints are different locations where data can be moved using the
Globus transfer

e Visit www.globus.org to register and/or login

* You can find few OLCF endpoints such as OLCF Atlas. However, on 111
December we'll define the OLCF DTN globus endpoint where both Lusire
and Spectrum Scale will be mounted and possible to tfransfer files. You will
receive the official announcement soon.
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http://www.globus.org/

Globus(cont.

[ ] ® < [m}

& app.globus.org < (4] ] (=)

& globus = ] File Manager Panets | — [JE

£5)) File Manager

| ]

D Bookmark Manager

Collection [ OLCF ATLAS
RECENTLY USED

e OLCF ATLAS Path

Q [ OLCF ATLAS @] Q
A

/lustre/atlas/scratch/gmarkoma/stf007/globus/ J [ /gpfs/alpine/scratch/gmarkoma/stf007/globus/ } |:|

PINNED BOOKMARKS

selectnone T _

. You have no pinned
bookmarks

~ Sort

data.txt
12/1/2018 10:13am ~ 1.04 GB
= BookmarkiManager Transfer or Sync to...

Activity New Folder

Endpoints Rename

. Delete Selected
Publish

Groups

Console

Account

markomanolig@Qornl.gov Get Link

B

Help Show Hidden ltems

Globus Home Deactivate

Start @t’ Transfer & Sync Options ~~

The globus endpoint will be OLCF DTN on 11t December, it is not available yet!
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Globus demo, transfer from Titan to Summit

e e Frotected Data Support

Research data management smplified
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Performance Results

e Study case: Transfer data from Atlas to Alpine with 3 approaches. Copy
the files through NFS, use HPSS, or use Globus

____Type | HomeNFS | __HPSS_ | _ Globus __

Time in seconds to finish the transfer

Transfer 22 files 323 270 10
of 1GB each
Transfer 1 file of 308 301 80
22 GB
Transfer 4 files of 69 53 9
1GB each

e Globus is the most efficient approach to fransfer files for all the evaluated
cases, for small files though, transferring through NFS should be efficient.

e There are available some fraditional tools such as scp, rsync

%-O The tests fook place on 29" November
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DTN

« As long as we have both Atlas and Alpine on DTN, we use the
following variables (GPFS variables are not active yet)

Atlas @ Alpine

SMEMBERWORK -> /lustre/atlas/scratch/SUSER/
SPROJWORK -> /lustre/atlas/proj-shared/
SWORDWORK -> /lustre/atlas/world-shared/

SGPFS_MEMBERWORK -> /gpfs/alpine/scratch/SUSER/
SGPFS_PROJWORK -> /gpfs/alpine/proj-shared/
SGPFS_WORDWORK -> /gpfs/alpine/world-shared/
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Thank you!
Questionse
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