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Abstract

The iterative Random Forest algorithm modifies the well-known Random Forest algorithm to handle variable importance and variable-interaction space in regression and classification by building sequential forests of weighted decision trees. These forests are mined for recurring patterns. The strength of this method lies in being able to build a large number of trees that provide an even larger number of decisions.

While each tree can be assigned to a single CPU core, allowing for the parallel computation of many trees, if more trees are desired than could be created at once, they must be created in batches, thus slowing down the creation of the whole forest. By spreading the tree creation across HPC multi-node systems, the forest creation can make use of large numbers of cores, massively parallelizing the creation and allowing for faster prediction and analysis of decision patterns. These improvements enable research in areas that require large amounts of data at run time and contain potentially massive combinatoric effects, such as finding genetic interactions within whole genomes of biofuel producers that correspond to higher yield. This work shows the results of scaling using MPI and algorithmic adjustments, implemented on HPC systems such as Summit and Titan.
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