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Abstract

Designing an accurate and efficient computational framework for analytic continuation problem is challenging. We introduce a novel learning model to solve this problem by using a two step residual neural network (ResNet). The advantage is that the deep learning method is model independent and fully data-driven. The numerical results show that the method generate more accurate spectral function that maximum entropy under high noise level.

Multistep Neural Network for Analytic Continuation


 


Xuping Xie


, Feng Bao, Thomas Maier, Clayton Webster


 


Oak Ridge National Laboratory


 


xiex@ornl.gov


 


 


Abstract


 


 


Designing an accurate and efficient computational framework for analytic continuation problem 


is challenging. We introduce a novel learning model to solve this problem by using a two step 


residual neural network (ResNet). The advantage is that the deep lea


rning method is model 


independent and fully data


-


driven. The numerical results show that the method generate more 


accurate spectral function that maximum entropy under high noise level.


 




Multistep Neural Network for Analytic Continuation   Xuping Xie , Feng Bao, Thomas Maier, Clayton Webster   Oak Ridge National Laboratory   xiex@ornl.gov     Abstract     Designing an accurate and efficient computational framework for analytic continuation problem  is challenging. We introduce a novel learning model to solve this problem by using a two step  residual neural network (ResNet). The advantage is that the deep lea rning method is model  independent and fully data - driven. The numerical results show that the method generate more  accurate spectral function that maximum entropy under high noise level.  

