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Abstract

Pegasus (https://pegasus.isi.edu) is a system for mapping and executing application pipelines over a range of execution environments. The pipelines are described in a high-level portable description that is agnostic of the underlying computing environment called the abstract workflow.  The abstract workflow can then at different times, be mapped to different execution environments such as OLCF, OSG, commercial and academic clouds, campus grids, and clusters. Pegasus can scale easily both in terms of the size of the workflow, and the resources that the workflow is distributed over. It can execute workflows ranging from just a few computational tasks to thousands of tasks, while storing static and runtime metadata associated with workflow, files and tasks.

Accessing OLCF resources with Pegasus WMS has been difficult for DOE scientists in the past, because of the requirement to install and configure Pegasusâ€™ software stack (Pegasus and HTCondor) and handle issues arising from 2-way authentication while orchestrating remote submissions. With this work we are presenting users with two new options for deploying Pegasus workflows on OLCF systems.

The first option takes advantage of the Kubernetes cluster at OLCF, that allows us to run services within containers. We have created container recipes, that can function as local submit nodes, enabling users to submit Pegasus workflows to Summit, Rhea, and Titan, as well as automate data management.

[bookmark: _GoBack]The second option aims to bridge the gap of remote submissions to OLCF. We are currently integrating Pegasus with the PanDA workload manager (http://news.pandawms.org/bigpanda.html) which allows users to remotely submit computational tasks to OLCF systems in a secure way.
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