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QMC for accurate electronic structure QMCPACK and QMC Miniapps
. . MCPACK is an open source C++ code available at
We seek to accurately predict the quantum-mechanically O‘ P o o
. . . . . github.com/QMCPACK. Two miniapps (minigmc,
determined properties of materials using only the atomic — ,
.. miniafgmc) encapsulate the core algorithms for
structure and composition. , _ _ _
experimentation with new software technologies.
Exascale will enable realistic materials Continuous integration Speeds development.
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methods to treat the Schrodinger equation’s high
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* Reasonable system size scaling : O(N3)-O(N?)
* Ample opportunities for parallelism. 100 - ,
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Simulate Challenging E= 10 .."'/": B I . N=8192 - existing algorithm. Matrix
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transition metal oxides of g Ve AN columns, then applied en
1000 atoms to 10meV > 1 N bloc for higher efficiency. For
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. e . e . A\ the measured speedup is
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Key Challenges for Exascale
* New levels of on-node concurrency, for speed and
memory usage. E.g. Threading >30x current. Initial Summit Results
* Portable optimization strategies to optimize for
bandwidth of the overall memory hierarchy. 49.9x
e Sufficient algorithmic and data layout flexibility to L s
. ofe -
achieve performance portability across current and g o
near-future architectures. 3 cooom
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* New standards-based languages and software tools to L 108
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express and achieve the above. z
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ECP Integration Activities -
* Kokkos, SOLLVE - Initial performance portability focus 2.3x
° SPACK - QMCPACK and mlleMC paCkageS Titan GPU Summit CPUs SummitDev GPUs  Summit GPUs
* EZ/ZFP, VeloC — Data compression and checkpointing i’}‘{e’%’g‘fe’(u‘ijfp’xgall228/\%‘/”;;5:5”-jz"‘g’zggﬁlf)
 Suggestions for more integrations are welcome! threads each and optimized “50A” version.
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