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Abstract

Running applications at scale poses difficult I/O challenges to scientist as I/O becomes quickly a bottleneck and use the allocated time overwhelmingly for writing or reading data. In this talk we show how we helped other applications using OLCF resources (Jaguar and then Titan) to scale up their I/O. We present ADIOS, an I/O framework developed at ORNL, which provides portable I/O performance for applications across many HPC and leadership systems as well as a self-describing and portable data format. We show the reasons for the I/O bottlenecks and then show how ADIOS avoids those. ADIOS has proved to be useful for applications that write large amount of data from each process, that write small amount of data per process, that needs big checkpoint data sizes (terabytes), or that write quite frequently (diagnostics). or those that produce/consume millions of files in a simulation. OLCF will thank you for your effort to use the best I/O practices available when running on Titan and Summit. 

