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2Université de Nice Sophia Antipolis

3ETH Zürich
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Knowledge about Earth’s interior comes mainly from seismic observations
and measurements. Seismic tomography is the most powerful technique for de-
termining 3D images of the Earth —usually in terms of wavespeeds, density,
or attenuation— using seismic waves generated by earthquakes or man-made
sources recorded by a set of receivers. Advances in the theory of wave propaga-
tion and 3D numerical solvers together with dramatic increases in the amount
and quality of seismic data and rapid developments in high-performance com-
puting offer new opportunities to improve our understanding of the physics and
chemistry of Earth’s interior. Adjoint methods provide an efficient way of in-
corporating 3D numerical wave simulations in seismic imaging, and have been
successfully applied for regional- and continental-scale problems [1] and —to
some extent— in exploration seismology [2]. However, it has so far remained a
challenge on the global scale and in 3D exploration, mainly due to computational
limitations.

In the context of adjoint tomography, scientific workflows are well defined.
They consist of a few collective steps (e.g., mesh generation, model updates,
etc.) and of a large number of independent steps (e.g., forward and adjoint
simulations for each seismic event, pre- and post-processing of seismic data,
etc.). The goal is to increase the accuracy of seismic models while keeping the
entire procedure as efficient and stable as possible.

The forward and adjoint simulations have been optimized to perform on
multi- and many-cores architectures, in particular GPUs [3]. While computa-
tional power still remains an important concern, large-scale experiments and
big data sets create bottlenecks in workflows causing significant I/O problems
on HPC systems.
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Legacy seismic data formats were initially designed for specific seismic appli-
cations involving limited data sets, with little concern for performance. We are
developing a HDF5-based seismic data format –called the Adaptable Seismic
Data Format (ASDF)– that is suited for a variety of seismic workflows, allowing
users to retain provenance related to observed and simulated seismograms. The
pre-processing tools (resampling, filtering, window selection, computing adjoint
sources, etc.) are modified and parallelized to take advantage of this new data
format. We accommodate the ADIOS libraries in our numerical solvers to reduce
the impact of accessing files on disk during simulations (i.e., meshes, kernels,
models, etc.) and also during other processing steps. We adjust post-processing
tools (i.e., summing, pre-conditioning and smoothing gradients, model updates,
etc.) accordingly. Moreover, parallel visualization tools, such as VisIt, take
advantage of metadata included in our ADIOS outputs to extract features and
display massive datasets.

We also investigate the possibility of automatizing the whole workflow with
the help of scientific management workflow systems. With improvements on
seismic data formats, file I/O and workflow management, researchers will be
able to conduct large-scale seismic inversions more effectively on leadership HPC
systems.
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