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Data Science and Scientific Discovery

* The rate of scientific progress is
increasingly dependent on the
ability to efficiently capture,

Simulation at the
Exascale for

Eresy e Integrate, analyze, and steward
large volumes of diverse data

Materials Genome Initiative
for Globat Competitiveness

* Increasing data volume, variety,
and velocity are creating a new
environment for scientific
discovery

Climate and Environmental
Sciences Division

STRATEGIC PLAN

» But many facilities and research
programs across the Office of
Science are not prepared for this
challenge

% OAk RIDGI NATIONAL LABORATORY

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE




Accelerated Climate Model for Energy

150

CICE

p—
=3
>

POP

Seconds Per Simulated Day

wm
=}

CAM

0 10K 20K 30K
CPU CORES

Snapshot of water vapor from a coupled simulation with DOE/NCAR CESM (Jamison Daniel,
NCCS). Current processor layout of CESM on Titan (Pat Worley, CSMD)

* Hypothesis-driven development of a global coupled Earth system model

- Tailored for DOE Office of Science needs for high-resolution coupled
simulation

» Enhanced evaluation of the coupled system using coordinated workflows
and metrics

* ORNL is leading tasks related to workflow, land model development, and
computational performance
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ACME - Scientific infrastructure

DOE Accelerated Climate Modeling
for Energy (ACME) Testbed
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A vision for an integrated data ecosystem

for climate science

Enabling
Integrated Earth System Research
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Virtual Laboratory Infrastructure

An Integrated Cyber-infrastructure leveraging core
Office of Science resources to enable discovery,
analytics, simulafion, and knowledge innovation

Data Center &
Interoperable Services
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SNS Data Life Cycle
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Variety of experiments, topics,
methods and ‘computer
literacy’ of users are significant
challenges.
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Funded by Laboratory Directed Research & Development at ORNL

* We stream data (neutron and SE) from the DAS to a publish subscribe system
— Stream Management Service (SMS)
« We re-configure the data translation (file creation) to read the ¢
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Center for Accelerating Materials Modeling

- SNS + HFIR collect a lot of materials spectra - if we can validate/refine
simulation models against SNS/HFIR data then models “predict” measured
atomistic properties. (Same for - APS, ALS, NSLS-I/Il, LCLS, SSRL)

 Bring materials modeling/simulation directly into the chain for neutron
scattering data analysis
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From Measurement to Knowledge

Feedback

Atomic imaging

tunneling
electrons

i

Image Processing

to allow intercomparision
of data from multiple
modalities

Machine learning for
feature detection from
these improved images

Molecular Dynamics
full atomistic level
simulation based on
structural assemblies
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The Million Genome Project

Opportunity: Use Third Generation Sequencing for: Goal 2: Determine treatment
* Rapid Disease Identification
* Rapid Community Profiling—human microbiome .
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Infectious disease diagnosis:
* Currently requires culturing and can take
* By 2020, will be entirely sequence-based)
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Emerging themes to support these initiatives
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Multiple Data Demonstration Projects
Lined up for SC 2014

Multi-Modal Analysis Feature Detection in X-Ray
of Ferroic Materials and Neutron Data
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