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2 W
hat is the Leadership C

om
puting 

Facility (LC
F)? 

•
Collaborative DOE Office of Science 
program at Oak Ridge and Argonne 
National Laboratories 

•
Mission: Provide the computational 
and data science resources required to 
solve the most important scientific & 
engineering problems in the world.  

•
Highly competitive user allocation 
programs (INCITE, ALCC). 

•
Projects receive 10x to 100x more 
resource than at other generally 
available centers. 

•
LCF centers partner with users to 
enable science & engineering 
breakthroughs (Liaisons, Catalysts). 



3 W
e have increased our system

 
capability by 10,000 tim

es since our 
founding in 2004 
•

Strong partnerships with supercomputer vendors. 
•

LCF users employ large portions of the machine for large fractions of time. 
•

Strong partnerships with our users to scale codes and algorithms. 



4 
M

anaged by U
T-B

attelle 
 

for the U
.S. D

epartm
ent of Energy 

Slide courtesy of Jeff N
ichols 

S
cience requires exascale  

capability in this decade 
Mission: Deploy and operate 
the com

putational resources 
required to tackle global challenges 

Vision: Maxim
ize scientific productivity 

and progress on largest scale 
com

putational problem
s 

•Deliver transforming discoveries in 
climate, materials, biology, energy 
technologies, etc. 

•Enabling investigation of otherwise 
inaccessible systems, from regional 
climate impacts to energy grid dynamics 

•W
orld-class computational resources  

and specialized services for the most 
computationally intensive problems 

•Stable hardware/software path of 
increasing scale to maximize productive 
applications development 

Jaguar: 2.3 PF 
Leadership  

system for science 

Titan (OLCF-3):  
10–20 PF 

Leadership system 
2009 

2012 
2016 

2019 

OLCF-5:  
1 EF 

OLCF-4:  
100–250 PF 



•
O

bjective:  To inform
 the developm

ent of an ASCR Facilities 10 
year plan 
•

U
nderstand and shape the focus of each facility 

•
U

nify the overarching strategy across facilities  
•

Develop plans of action given possible future dependencies, 
opportunities, and threats  

•
Constraint:  30 M

W
 of pow

er 
•

Facilities presented their plans to each other, HQ
 and ASCAC 

Facilities Subcom
m

ittee on January 30, 2013 
•

Findings:  N
eed for coordination w

ith other SC office 
•

To prepare applications for future architectures 
•

To develop a com
m

on strategy for addressing SC data analysis and 
archival needs from

 sim
ulations and experim

ents 

•
N

ext step:  Generate draft ASCR 10-year facilities plan 

A
S

C
R

 F
a

c
ilit

ie
s
 S

t
r
a

t
e

g
ic

 P
la

n
n

in
g

   

B
arbara H

elland, ASC
AC

 M
arch 5, 2013 
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•
Joint RFPs betw

een N
N

SA and SC laboratories 
•

Trinity/N
ERSC-8 (LAN

L/SN
L/LBN

L) - Targeting 2015/2016 deploym
ents 

•
CO

RAL (O
RN

L/AN
L/LLN

L) - Targeting later deploym
ents 

•
O

pen Solicitations  
•

Joint selection team
s, RFIs, RFPs, but ultim

ately separate vendor/lab for 
actual system

s 

•
RFPs contain core requirem

ents plus lab specific features 

•
N

on-Recurring Engineering Investm
ent coupled w

ith 
Acquisitions 
•

O
pportunity for softw

are or technology investm
ents to provide 

additional features 

•
O

pportunity for variations through separate contracts 

O
verall Acquisition Strategy for N

ext  System
s:   

H
undreds of Petaflops and beyond 

6 
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7 A
rchitectural Trends – N

o m
ore free lunch 

•Moore’s Law continues 
(green line) but the CPU 
clock rates stopped 
increasing in 2003 (dark 
blue line) due to power 
constraints. (light blue 
line) 

•Power is capped by heat 
dissipation and $$$ 

•Perform
ance increases 

have been com
ing 

through increased 
parallelism

 
H

erb Sutter:  D
r. D

obb’s Journal:   
http://w

w
w.gotw.ca/publications/concurrency-ddj.htm
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S

ustainable C
am

pus 

Power consumption of 2.3 PF Jaguar:  
7 megawatts, equivalent to that of a small city (5,000 homes) 

P
ow

er is T
H

E
 problem
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ustainable C
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pus 

U
sing traditional C

P
U

s  
is not econom

ically feasible 20 PF+ system:  
30 megawatts (30,000 homes) 
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S

ustainable C
am

pus 

•
Hierarchical parallelism improves  
scalability of applications 

•
Expose more parallelism through code refactoring 
and source code directives  
–

Doubles performance of many codes 

•
Heterogeneous multicore processor architecture: 
Using right type of processor for each task 

•
Data locality: Keep data near processing 
–

GPU has high bandwidth to local memory  
for rapid access 

–
GPU has large internal cache 

•
Explicit data management: Explicitly manage data 
movement between CPU and GPU memories 

W
hy G

P
U

s? 
H

igh perform
ance and pow

er efficiency  
on path to exascale 

CPU 
GPU Accelerator 

•
Optimized  
for sequential 
multitasking 

•
Optimized for many  
simultaneous tasks 

•
10u performance  
per socket 

•
5u more energy-
efficient systems 
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Titan N
odes (C

ray XK
7) 

N
ode 

AM
D

 O
pteron 6200 

Interlagos 
(16 cores) 

2.2 G
H

z 
32 G

B
 

(D
D

R
3) 

A
ccelerator 

Tesla K
20x  

 
(2688 C

U
D

A cores) 
732 
M

H
z 

6 G
B

 
(D

D
R

5) 
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Titan System
 (C

ray XK
7) 

Peak 
Perform

ance 
27.1 PF 

18,688 com
pute nodes 

24.5 PF 
G

PU
 

2.6 PF 
C

PU
 

System
 

m
em

ory 
710 TB

 total m
em

ory 

Interconnect 
G

em
ini H

igh Speed 
Interconnect 

3D
 Torus 

Storage 
Luster Filesystem

 
5 PB

 

A
rchive 

H
igh-Perform

ance 
Storage System

 (H
PSS) 

29 PB
 

I/O
 N

odes 
512 Service and I/O

 nodes 
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O

LC
F O

perational Assessm
ent | February 23-24, 2012 

H
ybrid P

rogram
m

ing M
odel 

•On Jaguar, with 299,008 cores, we were seeing the limits of 
a single level of MPI scaling for most applications 

•To take advantage of the vastly larger parallelism in Titan, 
users need to use hierarchical parallelism in their codes 
–

Distributed memory:  MPI, SHMEM, PGAS 
–

Node Local:  OpenMP, Pthreads, local MPI communicators 
–

W
ithin threads:  Vector constructs on GPU, libraries, OpenACC 

•These are the sam
e types of constructs needed on all 

m
ulti-PFLOPS com

puters to scale to the full size of the 
system

s! 
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ybrid P

rogram
m

ing M
odel 

1 

N
ode 

OpenMP Accelerator 

N
ode 

OpenMP Accelerator 

N
ode 

OpenMP Accelerator 

M
PI 

M
PI 



15 W
L-LSM

S 
Illum

inating the role of 
m

aterial disorder, 
statistics, and fluctuations 
in nanoscale m

aterials 
and system

s. 

S3D
 

U
nderstanding turbulent 

com
bustion through direct 

num
erical sim

ulation w
ith 

com
plex chem

istry. 
. 

N
R

D
F 

R
adiation transport – 

im
portant in astrophysics, 

laser fusion, com
bustion, 

atm
ospheric dynam

ics, 
and m

edical im
aging – 

com
puted on A

M
R

 grids. 
 

C
AM

-SE
 

A
nsw

ering questions 
about specific clim

ate 
change adaptation and 
m

itigation scenarios; 
realistically represent 
features like 
precipitation patterns / 
statistics and tropical 
storm

s. 
D

enovo 
D

iscrete ordinates 
radiation transport 
calculations that can 
be used in a variety 
of nuclear energy 
and technology 
applications. 

LAM
M

PS
 

A m
olecular dynam

ics 
sim

ulation of organic 
polym

ers for applications 
in organic photovoltaic 
heterojunctions , de-
w

etting phenom
ena and 

biosensor applications 

E
arly S

cience C
hallenges for T

itan 
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olecular D

ynam
ics A

pp 
P

erfect P
artner for T

itan’s G
P

U
s 

•
LAMMPS is showing excellent results in porting 
to Titan’s GPU-accelerated architecture 

•
Two areas have had significant success in 
increased application performance: 

–
Organic photovoltaics, or solar cells that use 
organic molecules instead of traditional 
semiconductors to convert sunlight into electricity,  

–
Liquid crystals that can be used as biomedical 
sensors to detect bacteria, antibodies, or other 
signs of illness in the body. 

•
The increased speed from the GPUs allows Titan 
to take on even larger systems—

many more 
atoms and molecules —

 enabling new scientific 
studies not previously possible. 

16 

LAMMPS on Titan for liquid-crystal calculations is over 
10X faster than Jaguar and 7X faster than Cray’s XE6 
architecture (dual-CPU/no-GPU per node). 

4,900 node Titan 
sim

ulation of the 
self-assem

bly of 
liquid-crystal 
m

olecules on a 
substrate. 
 C

oarse-grained 
m

olecular dynam
ics 

sim
ulation of the 

form
ation of electron 

donor and acceptor 
regions in an organic 
solar cell device. 
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•
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to Titan’s GPU-accelerated architecture 

•
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increased application performance: 

–
Organic photovoltaics, or solar cells that use 
organic molecules instead of traditional 
semiconductors to convert sunlight into electricity,  

–
Liquid crystals that can be used as biomedical 
sensors to detect bacteria, antibodies, or other 
signs of illness in the body. 

•
The increased speed from the GPUs allows Titan 
to take on even larger systems—

many more 
atoms and molecules —

 enabling new scientific 
studies not previously possible. 

16 

LAMMPS on Titan for liquid-crystal calculations is over 
10X faster than Jaguar and 7X faster than Cray’s XE6 
architecture (dual-CPU/no-GPU per node). 

4,900 node Titan 
sim

ulation of the 
self-assem

bly of 
liquid-crystal 
m

olecules on a 
substrate. 
 C

oarse-grained 
m

olecular dynam
ics 

sim
ulation of the 

form
ation of electron 

donor and acceptor 
regions in an organic 
solar cell device. 
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M

M
P

S
 A

ccelerator S
peedup 

1 

M
ike B

row
n (O

R
N

L), 
https://w

w
w

.olcf.ornl.gov/w
p-

content/uploads/2013/02/Porting-LA
M

M
PS-to-Titan.pdf 
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M
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H
ow

 E
ffective are G

P
U

s on S
calable A

pplications? 
O

LC
F-3 Early Science C

odes  -- Early Perform
ance on Titan X

K
7 

Titan: C
ray XK

7 (K
epler G

P
U

 plus A
M

D
 16-core O

pteron C
P

U
) 

C
ray XE

6: (2X A
M

D
 16-core O

pteron C
P

U
s) 

*Perform
ance depends strongly on specific problem

 size chosen
 

 Application
 

C
ray X

K7 vs. C
ray X

E6  
Perform

ance R
atio

*
 

LAM
M

PS 
M

olecular dynam
ics 

7.4
 

S3D
 

Turbulent com
bustion  

2
 

D
enovo 

3D
 neutron transport for nuclear reactors 

3.8
 

W
L-LSM

S 
S

tatistical m
echanics of m

agnetic m
aterials 

3.5
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A
dditional A

pplications from
 C

om
m

unity E
fforts 

C
urrent Early Perform

ance M
easurem

ents on Titan 

 A
p

p
lic

a
t
io

n
 

C
r
a

y
 X

K
7

 v
s
. C

r
a

y
 X

E
6

  

P
e

r
fo

r
m

a
n

c
e

 R
a

t
io

*
 

A
W

P
-O

D
C

 

Seism
ology 

2
.1

 

D
C

A
+

+
 

Condensed M
atter Physics 

4
.4

 

Q
M

C
P

A
C

K
 

Electronic structure 
2

.0
 

R
M

G
 (D

F
T

 –
 r

e
a

l-s
p

a
c
e

, m
u

lt
ig

r
id

) 

Electronic Structure 
2

.0
 

X
G

C
1

 

Plasm
a Physics for Fusion Energy R&

D 
1

.8
 

Titan: C
ray XK

7 (K
epler G

P
U

 plus A
M

D
 16-core O

pteron C
P

U
) 

C
ray XE

6: (2X A
M

D
 16-core O

pteron C
P

U
s) 

*Perform
ance depends strongly on specific problem

 size chosen
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S

ustainable C
am

pus 

D
O

E
 C

om
putational Facilities A

llocation 
P

olicy for Leadership Facilities 
Prim

ary Objective: 
•“Provide substantial allocations to the open science 

com
m

unity through an peered process for a sm
all num

ber of 
high-im

pact scientific research projects” 

60%
 INCITE 

30%
 DOE 

“ASCR Leadership 
Com

puting 
Challenge” 

10%
 Director’s 

Discretionary 



21 C
onclusions 

•
Leadership com

puting is for the critically im
portant problem

s 
that need the m

ost pow
erful com

pute and data infrastructure 

•
O

ur com
pute and data resources have grow

n 10,000X over 
the decade, are in high dem

and, and are effectively used. 
•

O
LC

F is planning now
 for ~200P

F com
puting system

s in 
2016-2017 

•
C

om
puter system

 perform
ance increases through 

parallelism
 

–
C

lock speed trend flat to slow
er over com

ing years 
–

Applications m
ust utilize all inherent parallelism

 

•
A

ccelerated, hybrid-m
ulticore com

puting solutions are 
perform

ing very w
ell on real, com

plex scientific applications. 

•
O

LC
F resources are available to academ

ia and industry 
through open, peer-review

ed allocation m
echanism

s. 
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