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Hillebrandt & Janka 200 (Sci Am)
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Spherically symmetric collapse

Messer(2000)
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Current Workhorse

- Ray-by-ray MGFLD transport (Eν)
- 3D (magneto)hydrodynamics
- 14-150 species nuclear network

The “Exascale Workhorse”

- Full 3D Boltzmann transport (Eν,θ,φ)
- 3D (magneto)hydrodynamics
- 150-300 species nuclear network
- +AMR

CHIMERA
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25 M progenitor 

 Entropy is the de facto default variable to “observe”
Tuesday, February 22, 2011



Standing Accretion Shock Instability 3D

Blondin & Mezzacappa
Nature 445, 58 (2007)
Visualization by Kwan-Liu Ma (UCD)
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Standing Accretion Shock Instability 3D

Blondin & Mezzacappa
Nature 445, 58 (2007)
Visualization by Kwan-Liu Ma (UCD)
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3D entropy post-bounce
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magnetic fields

viz -D. Pugmire (ORNL)
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Assumptions 

 Limited memory per MPI task will significantly curtail the march 
of strong scaling we have seen for the past few years.
− This is regardless of adopted swim lane

 The 10 PF platforms will, in many respects, look more like the   
1 EF platform than they do jaguar.

 Storage, both “on-line” and “off-line” will continue to be 
significantly underfunded relative to the heart of the “big iron.”
−In situ analysis comes to the fore, but I have to be able to “play.”
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Composition (XNET)

 Deceptively easy in 1D
 2- & 3-D?

2 F.S. Kitaura et. al.: Explosions of O-Ne-Mg cores and the Crab supernova

tween 0.6 and 1.2 ×1051erg in Mayle & Wilson’s (1988) simu-

lations, would be inconsistent with the long plateau phase of the

abovementioned subluminous SNe, if their H-envelopemasses

were <∼ 8M#.

It was suggested that the reason for the discrepant results

in the SN simulations of O-Ne-Mg cores (prompt explosions,

delayed explosions, no explosions) could be explained by the

different nuclear EoSs used by the groups (Fryer et al. 1999).

Having in mind that the different approximations in the neu-

trino transport in previous calculations introduced additional

uncertainties, we revisit this topic with a state-of-the-art neu-

trino transport treatment together with a careful description of

weak interactions and including relevant nuclear burning re-

actions. We additionally make a comparison of collapse and

post-bounce calculations with different nuclear EoSs.

2. Numerical techniques and input physics

The transport of neutrinos and antineutrinos of all flavors is

done with the energy-dependent solver for the coupled set of

moments equations and Boltzmann equation called V. It

is described in detail in Rampp & Janka (2002). The equa-

tions of hydrodynamics are integrated with the Newtonian

finite-volume code P, which uses a third-order, time-

explicit Godunov scheme. This code is a direct implementation

of the Piecewise ParabolicMethod (PPM), based on a Riemann

solver. General relativistic gravity is taken into account ap-

proximately by an “effective relativistic potential” according to

Marek et al. (2005). Gravitational redshift and time dilation ef-

fects are included in the neutrino transport (see Rampp & Janka

2002).

The code is augmented with improved microphysics as de-

scribed in Buras et al. (2005). It includes also the improved

treatment of electron captures on a large variety of nuclei in nu-

clear statistical equilibrium (NSE), based on shell modelMonte

Carlo calculations, as described by Langanke et al. (2003).

In addition, electron captures on certain important nuclei in

the non-NSE regime, in particular 20Ne and 24Mg, are imple-

mented according to Takahara et al. (1989). A simplified treat-

ment of nuclear burning accounts for the main reactions of

seven symmetric nuclei (He, C, O, Ne, Mg, Si, Ni). Details

about the implemented microphysics will be described in a

forthcoming paper (Kitaura et al., in preparation). The nu-

clear burning reactions considered by Hillebrandt et al. (1984)

(12C+12C, 16O+16O, 12C+16O) are all included, taking into ac-

count different reaction channels.

To describe matter in NSE, we use two different nuclear

EoSs in separate simulations, the Wolff & Hillebrandt (W&H)

EoS (Hillebrandt et al. 1984), which is based on Hartree Fock

calculations, and the Lattimer & Swesty (L&S) EoS (1991),

which is a finite-temperature compressible liquid-drop model

and has a compressibility modulus of 180 MeV.

This permits us to compare our models with those of

Hillebrandt et al. (1984), in which the Wolff and Hillebrandt

EoS was used and which produced prompt explosions. The

low-temperature and low-density EoS outside of the NSE

regime is described by an ideal gas of nuclei and nucleons,

electrons, positrons, and photons (Janka 1999). The switch be-

Fig. 1. Mass trajectories for the simulation with the W&H EoS as a
function of post-bounce time (tpb). Also plotted: shock position (thick

solid line starting at time zero and rising to the upper right corner),

gain radius (thin dashed line), and neutrinospheres (νe: thick solid;

ν̄e: thick dashed; νµ, ν̄µ, ντ, ν̄τ: thick dash-dotted). In addition, the

composition interfaces are plotted with different bold, labelled lines:

the inner boundaries of the O-Ne-Mg layer at ∼0.77 M#, of the C-O

layer at ∼1.26 M#, and of the He layer at 1.3769 M#. The two dot-

ted lines represent the mass shells where the mass spacing between

the plotted trajectories changes. An equidistant spacing of 5×10−2M#
was chosen up to 1.3579M#, between that value and 1.3765M# it was

1.3 × 10−3M#, and 8 × 10
−5
M# outside.

Fig. 2. Velocity profiles vs. enclosed mass at different times for the
model with the W&H EoS. Times are normalized to core bounce.

tween NSE and non-NSE description was made in a density-

and temperature-dependent manner. The initial model is the

same as the one used in previous SN calculations of O-Ne-Mg

cores by Hillebrandt et al. (1984) and Mayle & Wilson (1988).

It is a 2.2 M# He core that corresponds to a progenitor with a

main sequence mass of ∼8.8M# (Nomoto 1984, 1987). Prior to

collapse it has an O-Ne-Mg core with ∼1.3M#, surrounded by

a C-O shell of about 0.08M#. We take, however, the initial data

at a time when the central density is ∼4×1010 g/cm3 and only

∼0.1 solar masses at the center of the core have reached nuclear
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Neutrinos (MGFLD-TRANS)

 Attempt from recent SciDAC contribution of Ott et al.

Figure 1: Hammer-type (smoothed) map projections of the normalized specific intensity Iν(ϑ, ϕ)/Jν

(where Jν is the mean intensity) in model s20.nr at 160 ms after bounce. The color map is logarithmic
and each individual projection is set up to range from max(Iν/Jν) (red) to 10−4 max(Iν/Jν) (black).
Shown is the specific intensity of νe, ν̄e, and “νµ” neutrinos at εν = 16.3 MeV on the equator and at
radii of 30, 60, 120, and 240 km. The Hammer projection is set up in such a way that ϑ varies in the
vertical from 0◦ (top) to 180◦ (bottom) and ϕ varies horizontally from −180◦ (left) to +180◦ (right).
Grid lines are drawn in ϑ- and ϕ-intervals of 30◦. Note (a) that the neutrino radiation fields are isotropic
at R = 30 km, (b) the increasing forward-peaking of Iν with increasing radius (and decreasing optical
depth), and (c) that at any given radius Iν of “νµ” is more forward-peaked than that of the ν̄e component,
which, in turn, is always more forward-peaked than the νe component. This fact is a consequence of a
transport mean-free path that varies with species (and energy; not shown here) and is smallest for the
electron neutrinos.

we introduce the CCSN code VULCAN/2D and present results from the first long-term full-
2D momentum-space angle-dependent radiation-hydrodynamics simulations of the postbounce
phase in CCSNe. We go on to describe in section 3 our full-GR 3D stellar collapse simulation
package Zelmani which is based on the Cactus computational framework [19] and designed
for massively-parallel execution. Zelmani has already been applied to simulations of rapidly-
rotating 3D core collapse for which we present results. In Section 4, we wrap up and present a
forward-looking summary.

2. Angle-Dependent Neutrino Radiation-Hydrodynamic VULCAN/2D Simulations

VULCAN/2D is a general Newtonian axisymmetric (2D) radiation-magnetohydrodynamics code
described in [13, 20, 21, 22] and extended and applied to the stellar collapse and CCSN problems
in a large number of studies (e.g., [12, 13, 21, 22, 23, 24, 25, 26, 27]). VULCAN/2D implements the
arbitrary Lagrangian-Eulerian (ALE) technique with second-order TVD remap. The scheme is
directionally unsplit and allows for arbitrary grids. Here we use VULCAN/2D in hydrodynamic
mode which implements a finite-difference representation of the Newtonian Euler equations with

3
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Microscopic degrees of freedom (EOS)

Evolution of dense matter during collapse.
“nuclear pasta”

Newton, Stone, and Mezzacappa, 
Journ. Phys. Conf. Ser., 46, 408 (2006)

Viz: Ross Toedte (ORNL)

increasing density
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The Advent of Gravitational Wave Astronomy
Laser Interferometric Gravitational Wave Observatory

LIGO Hanford

LIGO Livingston

Sources: Core-Collapse Supernovae, Neutron-Star Mergers, 
Black Hole Mergers

Other Observatories: TAMA, VIRGO, GEO, LISA, …

Gravitational waves are quadrupolar.
Test masses will move 1 trillionth the
width of a human hair.
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GW’s from matter motion

 High frequency signal from convective motions superposed 
on SASI ‘sloshing’

K. N. Yakunin, P. Marronetti, A. Mezzacappa, S. W. Bruenn, C-T. Lee, M. A. Chertkow, W. R. Hix, J. M. 
Blondin, E. J. Lentz, O. E. B. Messer, and S. Yoshida. Classical and Quantum Gravity 27, 194005 (2010). 
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Neutrino “Telescopes”
Super-Kamiokande (Kamioka Mine, Japan)

50 ktons water

IceCube (South Pole)

Neutrino interactions with water/ice produce 
charged particles that radiate Cerenkov 
radiation, detected by photomultiplier tubes. 1 billion tons of ice

1 km3
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ν signatures in terrestrial detectors

Shock breakout in Super-Kamiokande;15 M☉ progenitor,10 kpc

...but, what does the “shape” of the flux look like?
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It is the totality of the observables, and their 
interconnections, that holds the most info
 How to quickly “grok” correlations (or lack thereof) between 

neutrino radiation field, composition, entropy, and matter 
motion?
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Data Volumes

Code # Variables Resolution # Dumps Total 
Volume

Runtime Machine

CHIMERA 1.0 ~ 200 576X96X192 3000 ~50 TB ~ 3 Months 1 PF

CHIMERA 2.0 ~ 350
(expanded nuclear 
network

α to 150-species)

576X96X192 3000 ~90 TB ~ 3 Months 20 PF

GenASiS ~5000 512X512X512 3000 ~30 PB ? 1 EF

• GenASiS data get large quickly as we move from moments of the distribution function 
to the distribution function itself
• Otherwise, data sizes increase modestly

- The exascale machine will be a “strong scaling” platform (relative dearth of 
memory)
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bellerophon - “one stop shopping”
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bellerophon - “one stop shopping”

Job
Monitor
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Summary
 From 180 to >4500 DOF per grid point in CHIMERA/GenASiS 

simulations in roughly 3 “groups”
− hydro scalars
− neutrino distribution functions
− nuclear species

 Correlations important and hard to see
 Neutrino field and nuclear composition “solutions” are 

currently lacking 
 MHD coming online now => magnetic field visualization
 Job monitoring viz needs to provide as much diagnostic power 

as possible 
 Robust, versatile scripting/evaluation syntax needed

− One of the only places a lack of expressiveness is limiting current work
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