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MyOLCF: OLCF's Self-Service Application

myOLCF Application

% OAK RIDGE 445 myOLCF (=1 SCRIPT GENERATOR @@ MY PROJECTS ~ 2 MODERATE ACCOUNT ~

OLCF’s Public Self-Service Portal

Publicly available application that extends

aroswift
efey e . . . MY PROJECTS Project Profile barlowat@ornl.gov
management capabilities and provides insights B & Project Profile e
H H - "Qni i = MY PROFILE
into available resources for OLCF users GENOOT:"Science Project
@ OVERVIEW £ FOR MY APPROVAL
Project Profile & OLCF @ Moderate a MY ACCOUNT APPLICATIONS
Renew My Membership i NEW PROJECT APPLICATION
T genera! 5’ JOIN ANOTHER PROJECT
2
Project ID: GEN0O7 Current Status: (EIIED) TICKETS
‘.. . ? ALLOCATIONS Name: Science Project Start Date: 2014-07-07 10: 3 FA
Organization: OLCF - Oak Ridge Leadership Computing Facility End Date: 2025-08-29 23:5 = 0
L3 SETTINGS Security Enclave: Moderate
-I-I ANALYTICS Research Summary: -- = L0G ouT
£-3 OFFICE HOURS Points of Contact

Account manager: Loralee Schmidt

my.olcf.ornl.gov

Principal Investigator: Christopher Fuson
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Key Features

Self-Service Management Usage & Reporting Automation and Support

= Apply for and renew projects = Track compute usage = Schedule office hours
and accounts . . : :
= Allocation & filesystem usage = Submit and track help tickets

= Keep information updated ,
P P = Generate reports & charts = Generate Slurm batch scripts

= Approve application requests
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Year in Review

21 Deployments 105 Software Features
~1.9 per month ~9.5 per month

% OAK RIDGE |iserssir Sept 61, 2024 — Augst 151, 2025
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Software Features

B New Features B Refactors m Vulnerability Patches ® Bug Fixes

New Features

Bug Fixes Lo

33%

Vulnerability Patches
7%

Refactors
34%

# OAK RIDGE | i5iocie Sept 6th, 2024 — Augst 15, 2025
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New Feature Highlights

</

Slurm

Batch

Script
Generator

Quarterly &
Yearly
Reports

Quantum
Allocation
Requests

Analytic
S NINEES

Filesystem
Usage

Dashboard

Count
Filtering

LEADERSHIP Sept 6th, 2024 - AUgSt 1St, 2025

PPPPP
TY

%OAK RIDGE

al Labor:




New Feature: Dashboard

¥ OAK RIDGE
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coriie  myOLCF L= SCRIPT GENERATOR £ DASHBOARD &8 MY PROJECTS ~ &, MODERATE ACCOUNT (D ~
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MY PROJECTS <\ Moderate Dashboard

GENOO7-NVFLARE
Pending Actions News
&b OVERVIEW
. Created Action Description ﬂ Frontier Scheduled Maintenance
Project Profile Frontier will be offline for scheduled maintenance on
JUl 30, 2025 Requestlng access to STF040 July 10, 2025 (02:00-06:00 UTC)
Renew My Membership ' ' '
Jul 30, 2025 Requesting access to GEN192
> USERS
Jul 30, 2025 Requesting access to GEO152 New Script Generator Tutorial
&P ALLOCATIONS a ‘P '

A step-by-step video guide to our Script Generator is
now live—learn how to auto-generate Slurm...

£x_ SETTINGS

Read more...

Allocation Usage Summary

{1 ANALYTICS

10 ] entries per page [ 2925 OLCF User Workshop
g-3 OFFICE HOURS Search: Registration is open for the 2025 OLCF User Meeting
(Aug 5-6).
Project ¢ Expires Resource Hours Awarded Usage
GEN192 07-30-2025 frontier 6200 | 1.03%
GEO152 07-30-2025 andes 2500 0.00%
GEO152 07-30-2025 frontier 20000 . 7.26%
Quick Links

Showing 1 to 3 of 3 entries

. ¢ OLCF Docs
« ¢ 1 > » T -
¢ Training Videos

* OLCF Website
* Feedback




New Feature: Quarterly & Yearly Reports

%OAK RIDGE
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MY PROJECTS
Below are the project reports for the specified project. If the "Edit" button is disabled, that means you have already submitted a report here or by email to us in the

past.
If you wish to update your report after submission, you can email your report to: OLCF-Reports@ornl.gov
Submitted reports must be processed internally before they are available to redownload.

STF040 (i ]

@D OVERVIEW
Project Reports @)
o USERS
P ALLOCATIONS 10 v entries per page
Search:
[
¢« REPORTS Report Name A cycle Due Date Report Submitted Edit Download
Reports Overhead HPC Usage q 2025-03-30 v & Edit B Download
- SETTINGS e
Quantum Entalgement Report: Submission Request closeout 2025-09-30 ) & Edit B Download
211 ANALYTICS
Quantum Entanglement: Early Checkup a3 2026-07-30 o & Edit B Download
g3 OFFICE HOURS
System Utilization: Quantum vs HPC Utilization ql 2026-04-30 o (& Edit B Download

== STREAMS

Showing 1 to 4 of 4 entries




New Feature: Quarterly & Yearly Reports Cont.

Y Submit a Project Report

o Select your project report for submission. Valid file types are: .docx & .pdf. If you
encounter issues during submission, you can email your report to: accounts@ccs.ornl.gov

* Report Name * Report Due Date

Quantum Entalgement Report: Submi 2025-09-30

Edit Download

(& Edit B Download

* Report Cycle * Project Report

(@aleJsI-NZ1=W No file chosen

closeout

[ Edit H Download

& Edit

B Download




New Feature: Project Usage Analytic Summaries

MY PROJECTS

@ Project Usage

STF040

@ OVERVIEW Selected Filters: Project: U0l Resource: m Time Period: Filters

o USERS Summary
P ALLOCATIONS Timespan 2022/04/01 to 2023/07/31
Total Allocation Amount 1000 nede hours
£x: SETTINGS
Based on filtered data:
alal ANALYTICS Total Usage 383.30 node hours 38.3% total allocation
Project Usage GPU-Enabled Usage 105.20 node hours 10.5% total usage
Capability Usage 0.00 node h 0.0% total usage
Compute Jobs pabllity Usag node hours g
Filesystern Usage
Aggregated Usage
Project Usage Burn Rate GPU-Enabled Usage Capability Usage Usage by User
§-3 OFFICE HOURS
GPU-Enabled Usage = Export Options
== STREAMS 150
3 100
K =
c
o
g
2
S
L
& 50
| l
May ‘22 Jun 22 Jul 22 Aug '22 Sep '22 Oct '22 MNow '22 Dec'22 Jan '23 Feb "23 Mar '23 Apr'23 May '23

@ Total Usage GPU-Enabled Usage



Existing Feature: Downloading Usage Reports

MY PROJECTS

@ Project Usage

STF040

@ OVERVIEW Selected Filters: Project: U0l Resource: m Time Period: Filters

o USERS Summary

P ALLOCATIONS Timespan 2022/04/01 to 2023/07/31
Total Allocation Amount 1000 nede hours

£x: SETTINGS
Based on filtered data:

alal ANALYTICS Total Usage 383.30 node hours 38.3% total allocation
GPU-Enabled Usage 105.20 node hours 10.5% total usage

)

e Click “Export Options’

Compute Jobs

These provide downloadable usage reports

Aggregated Usage
_ Project Usage Burn Rate GPU-Enabled Usage

§-3 OFFICE HOURS

Filesystemn Usage

Capability Usage Usage by User

GPU-Enabled Usage = Export Options
e e
= STREAMS 150

View in full screen
You can download charts
é 100 Download PNG image
_5 Download JPEG image
E Download SVG vector image
H
=]

May ‘22 Jun 22 Jul 22 Aug '22 Sep '22 Oct '22 MNow '22 Dec'22 Jan '23 Feb "23 Mar '23 Apr'23 May '23

@ Total Usage GPU-Enabled Usage



New Feature: Compute Jobs Analytic Summaries

f Y| | LEADERSHIP
¥OAK RIDGE | S0 my OLCF [ SCRIPT GENERATOR ¢ DASHBOARD &8 MYPROJECTS~ &z MODERATE ACCOUNT ~
MY PROJECTS
- 8 Compute Jobs
n H H
STF040: "Operations: Software Services Development (US/LPRs Only)
& OVERVIEW
- USERS
S Filters
P ALLOCATIONS ummary
& SETINGS Timespan 2019/07/30 to 2025/07/30 * Project * Resource
Resource summit STFO40 v summit v
111 ANALYTICS Project STF040
. # Start Date # End Date
Froject Lisags Based on filtered data:
1 07/30/2019 % 1 07/30/2025 X
‘ Compute Jobs Average Node Count 1.60 nodefs)
Fil em Usage Average Duration 3903.92 seconds
*  Minimum Nodes *  Maximum Nodes
Aggregated Usage ] 200
§~3 OFFICE HOURS —
_
= STREAMS 10 v entries per page
Search:
JobID A Username Start Time End Time Duration (Seconds) Node Count Job Name Job Type Batch Script
2071860 longcoyaj 2022-05-19 08:16 2022-05-19 08:26 638 Not_Specified cpu only O Details
2071920 longcoyaj 2022-05-19 09:06 2022-05-19 09:17 637 Not_Specified cpu only O Details
2071971 longcoyaj 2022-05-19 09:20 2022-05-19 09:24 271 Not_Specified cpu only O Details
2071980 longcoyaj 2022-05-19 09:29 2022-05-19 09:39 637 Not_Specified cpu only O Details




New Feature: Compute Jobs Node Count Filtering

f Y| | LEADERSHIP
¥OAK RIDGE | S0 my OLCF [ SCRIPT GENERATOR ¢ DASHBOARD &8 MYPROJECTS~ &z MODERATE ACCOUNT ~
MY PROJECTS .
Compute Job Filters
_— @ Compute Jobs P
n H .
STF040: "Operations: Software Services Development (US/LPRs Only)
& OVERVIEW
- USERS
S Filters
P ALLOCATIONS ummary
& SETINGS Timespan 2019/07/30 to 2025/07/30 * Project * Resource
Resource summit STFO40 v summit v
111 ANALYTICS Project STF040
. # Start Date # End Date
Froject Lisags Based on filtered data:
1 07/30/2019 X 1 07/30/2025 X
Compute Jobs Average Node Count 1.60 nodefs)
Fil em Usage Average Duration 3903.92 seconds
*  Minimum Nodes *  Maximum Nodes
Aggregated Usage ] 200
§~3 OFFICE HOURS —
_
= STREAMS 10 v entries per page
Search:
JobID A Username Start Time End Time Duration (Seconds) Node Count Job Name Job Type Batch Script
2071860 longcoyaj 2022-05-19 08:16 2022-05-19 08:26 638 Not_Specified cpu only O Details
2071920 longcoyaj 2022-05-19 09:06 2022-05-19 09:17 637 Not_Specified cpu only O Details
2071971 longcoyaj 2022-05-19 09:20 2022-05-19 09:24 271 Not_Specified cpu only O Details
2071980 longcoyaj 2022-05-19 09:29 2022-05-19 09:39 637 Not_Specified cpu only O Details




New Feature: Filesystem Usage

¥ OAK RIDGE | cipiine
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MY PROJECTS

ALO888

@D OVERVIEW
‘en USERS

P ALLOCATIONS

€2 SETTINGS
v ANALYTICS

Project Usage

Compute Jobs

Aggregated Usage

§-3 OFFICE HOURS

myOLCF

L21 SCRIPT GENERATOR 4 DASHBOARD &l MY PROJECTS ~ o, MODERATE ACCOUNT ~

M Filesystem Usage Filtering Filesystem Usage

ALO888: "Science Project

Selected Filters: Project: Rsl::EY Filesystem: EURICSEELH Cluster:m Timespan:m

Overview Filtered Usage

& 16,222,887 Files

This represents the sum of filesystem activity we have for this project. Please note that this data may be incomplete, not up-to-date, and may not reflect all of your available filesystem and clusters.

2 Orion 2694.0TB

GPFS (Spectrum Scale)

No cluster data found for this filesystem.



New Feature: Filesystem Usage Cont.

% OAK RIDGE | 5 myOLCF =1 SCRIPT GENERATOR 4 DASHBOARD &8 MY PROJECTS ~ o MODERATE ACCOUNT ~

National Laboratory | FACL

MY PROJECTS

M Filesystem Usage Filesystem filters
ALO888: "Science Project

ALOB88

@D OVERVIEW

Selected Filters: Project: Flsystem: (D) Cluster: @Y Timespan:
‘e USERS
Overview Filters
P ALLOCATIONS
. - ) . . - % Filesystem * Cluster
Q, * SETTINGS 0 This represents the sum of filesystem activity for ALO888 on the Lustre filesystem within the Orion cluster, spanni
Update the selected filesystem, cluster, project, and timespan with the filters button. Lustre v Orion v
1 ANALYTICS
Project Usage Lustre * Project
ALOB88 v
Compute Jobs
B Ori - .
Filesystem Usage Orion 5,205,211 Files
Time Period
Aggregated Usage
-3 OFFICE HOURS Date Range v
* Start Date * End Date
= 01/01/2024 x = 01/01/2025

< Jan 2025 >

-
¥
7 8 9

12 13 14 15 16 17 18

w
S

5 6 0 11




New Feature: Request Quantum Allocation

MY PROJECTS

CFD176

&b OVERVIEW

- USERS

<P ALLOCATIONS

Current Allocations

Historical Allocations

‘Quantum Allocation Request

£ SETTINGS

vl ANALYTICS

§-3 OFFICE HOURS

(8 Request Allocation
CFD176: "Science Project

+ Quantum Allocation Request

* Project|D

CFD176

* Justification for Quantum Computing Resources

We aim to benchmark quantum linear-system solvers (HHL/VQLS) on discretized CFD matrices (Navier-5tokes/Laplacian operators). This allocation will let us:
1. Measure fidelity and runtime on real hardware

2. Test error-mitigation (measurement correction + zero-noise extrapolation)

3. Compare hardware platforms and guide development of hybrid quantum-classical CFD solvers

* )ob details

Algorithm: Harrow-Hassidim-Lloyd (HHL) for solving Ax=b where A is a 16x16 Laplacian matrix from CFD discretization
Circuit: 8 data qubits + 4 ancilla qubits (12-qubit register), depth =1,500 gates

Shots: 8,192 per parameter set x 5 parameter sweeps (total ~40 960 shots)

Error mitigation: measurement-error correction + zero-noise extrapolation

Estimated runtime: ~2 min per circuit + 5 min for calibrations — ~15 min total queue time

Please provide details including job information, circuit information, algorithms used, number of qubits, number of shots, and other pertinent information that has gone into the time estimate for the allocation you are requesting.

*  List any simulations you have done

2. Noisy Aer simulations using IBM Jakarta noise model
3. Pilot VQLS (variational Lagrangian) runs on classical simulaton
Fidelity vs. depth sweeps to calibrate error-mitigation parameters

* Resources requested * Credits or minutes

IBM v 120




New Feature: Slurm Batch Script Generator

=1 SCRIPT GENERATOR 2 NEW ACCOUNTS ~ =) LOG IN

% OAK RIDGE

Mational Laboratory

v myOLCF Slurm batch script generator

L3 Script Generator

This tool generates a Slurm batch script for submitting a compute job on an OLCF system based on a desired number of tasks per node. The "GPU Binding" tab generates syntax for binding to GPUs on a given system, allowing you to specify the number of tasks per GPU. The "CPU Only
Binding" tab is a separate option for those not interested in using the GPU, allowing you to modify the number of hardware threads per physical core.
The customization options here do not represent all that you can do with “srun’, and task layout constraints are enforced based on general recommendations of OLCF staff. This is meant as a guide to point users in the right direction -- always test with your application to confirm it is

performing properly.

It is highly recommend to use this in conjunction with hello jobstep to help verify how your application is being mapped to the compute node(s). For more thread mapping examples, please see the relevant system guide:

o * Frontier Guide

Configuration

*  System
Frontier (Batch Partition)

Select the system on which you want to submit your job. *Please review the batch and extended partition queue policies.

# Application Name

l /home/barlowat/solora/solora_batch_job.sh

Specify your application including the path. This is the parallel code that will be launched by srun.

# Job Mame

l Solora

Specify a name for your job. Valid characters are A-Z, 0-9, _, - and must start with a letter.

*  Email Address

l barlowat@ornl.gov

Specify your email address to get notified when the job enters a certain state.

* Project ID



New Feature: Slurm Batch Script Generator Cont.

* Tasks per Node

32

How many tasks, e.g. MPI ranks per node, do you want to use? Max is 56 for this system.

#* Threads per Task

1

How many OMP threads per task do you want to use? Max is 1 for this configuration.

* Tasks per GPU

0

How many tasks per GPU do you want to use? Note that multiple tasks per GPU is not recommended but possible with core restrictions. Allowed Tasks Per GPU for your Task Per Node configuration are [0,4]

Generate Script

Qutput

#!/bin/bash

#SBATCH -A Solora

#SBATCH -] Solora

#SBATCH -0 %x—%j.out

#5BATCH -e %x-%j.err

#SBATCH -N 24

#SBATCH -t @@:30:25

#SBATCH -p batch

#SBATCH -g normal

#SBATCH --threads-per-core=1
#SBATCH —-mail-user=barlowat@ornl.gov
#SBATCH —-mail-type=ALL

#0penMP settings:
export OMP_NUM_THREADS=1

#run the application:
srun -n 768 -c 1 --threads-per-core=1 /fhome/barlowat/solora/solora_batch_job.sh



Notice: ORCID ID Requirement

= ORCID stands for Open Researcher and Contributor ID

= Ensures unique researcher identification and funding attribution
= All OLCF users required to have ORCID ID attached to account

= Deadline to add ORCID is October 1st, 2025

;y‘,OAK RIDGE | LEAoersHip
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orcid.org/register
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Notice: Adding ORCID to OLCF Account

Click Open/Moderate Account

Click My Profile

MY ACCOUNT

= MY PROFILE

§. FOR MY APPROVAL
2 MY ACCOUNT APPLICATIONS
TICKETS

2 FAQ




Notice: Adding ORCID to OLCF Account

Add ORCID ID

ORCID

‘ https://orcid.org/0000-0003-0363-209X

More information on ORCID




Notice: New myOLCF Update Method

Click Update Available

5 minutes later:

UPDATE AVAILABLE

A new version of this application is available. Click the button below to refresh.

! Important: If you're currently working on an account or project application,

please save your progress first. Refreshing without saving may result in loss of
unsaved data.




Roadmap

= Detailed center status page

= QOIDC authentication

= Enhanced user login

= More detailed filesystem usage

= User settings

*(,OAK RIDGE | &g
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Questions?

help@olcf.ornl.gov
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