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AMD SERVER PLATFORM STRATEGY 

AMD Opteron™ 
6000 Series Platform 

• 2/4 socket; 4 memory channels 
• For high core density 

AMD Opteron™ 
4000 Series Platform  
 

4P/8P Platforms 
~5% of Market* 

1P Platforms  
~20% of Market* 

2P Platforms 
~75% of Market* 

Highly Energy  
Efficient and  
Cost Optimized 

• 1/2 socket; 2 memory channels 
• For low power per core 

Performance-  
per-watt and  
Expandability 

AMD Opteron 6100 
Series processor 

8 and 12 cores 

AMD Opteron 6200 
Series processor 

4, 8, 12 and 16 cores 

AMD Opteron 4100 
Series processor 

4 and 6 cores 

AMD Opteron 4200 
Series processor 

6 and 8 cores 

2010-2011 Today 

*AMD internal estimates of total server market as of Q3 2011 

AMD Opteron™ 
3000 Series Platform  
 

 • 1 socket; 2 memory channels 
• For low cost per core 

AMD Opteron 3200 
Series processor 

4 and 8 cores Low cost, low  
power for dedicated 
web hosting and 
small business 
server 

“Hydra” “Bulldozer” “Piledriver” 

SR5600 Series Chipsets 

* Based on AMD estimates. 

Future 

“Abu Dhabi” 
 

“Seoul” 
 

“Delhi” 
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Approaches for Supporting Multiple Threads 

SMT 
• Force two threads 
into one core 

• Threads compete  
for resources 

• Relies on under- 
utilization  

SMP 
• Dedicated cores for 
each thread 

• Traditional brute 
force approach 

• Each core is over- 
provisioned 

However, there is another way . . . 



4 |  Presentation Title  |  Month ##, 2011  |  Confidential – NDA Required 

SHARING RESOURCES 
HELPING TO MAXIMIZE POWER EFFICIENCY AND COST 

Shared L2 Cache 
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Int 
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Core 1 Core 2 

Dedicated 
Components 

Shared at the 
module level 

Shared at 
the chip level The “Bulldozer” module has shared and 

dedicated components 

The shared components: 
 Help reduce power consumption 
 Help reduce die space (cost) 

The dedicated components: 
 Help increase performance and 

scalability 

“Bulldozer” dynamically switches 
between shared and dedicated 
components to maximize performance 
per watt 
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 SIMPLIFIED BULLDOZER 2 CORE MODULE 

Multi-threaded Micro-architecture 
     Shared front end (IF, BP, DE) 
          Shared L1I 
          Shared Branch Prediction structures 
          Shared 4 way x86 decode 

     Replicated  Integer Cores 
     Replicated L1D (with LD / ST Unit) 
     Shared FPU 
          Amortize large AVX-256 unit 
     Shared Write Coalescing Cache 
     Shared L2 Cache 
 

Flexible FP Unit 
     Supports 1xAVX-256 or 2xSSE/AVX-128 
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BUILDING A “BULLDOZER” PROCESSOR 

Each processor die is composed of 
multiple “Bulldozer” modules 
Module divisions are transparent to 
shared hardware, operating system or 
application 
The modular architecture speeds chip 
development and increases product 
flexibility 
 
Server: 
“Interlagos” –16 cores (2 dies)  
“Valencia” –8 cores (1 die)  
 

Client: 
“Zambezi” –8 cores (1 die)  

Shared L3 C
ache 

NB/HT Links Memory Controller 
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4 BULLDOZER MODULES ON A DIE | 8 CORES 
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H
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2MB L3 Cache 

2MB L3 Cache 

2MB L3 Cache 

Northbridge 

HyperTransport™ Phy 

HyperTransport™ Phy Misc I/O 
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Module 

2MB L2 
Cache 

D
D

R
3 P

hy 

Bulldozer 
Module 

Bulldozer 
Module 

Bulldozer 
Module 

2MB L2 
Cache 

2MB L2 
Cache 

2MB L2 
Cache 

 Die Shot – Note High Re-use Design 



9 |  Presentation Title  |  Month ##, 2011  |  Confidential – NDA Required 

AMD OPTERON™ 6200 SERIES PROCESSOR (“INTERLAGOS”) 
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Typical AMD Interlagos Compute Node   

Two ‘Interlagos’  CPUs 
 

Each Interlagos CPU  Has 
   16 x Next Gen Bulldozer Cores 
      2.3 GHz base frequency 

   32MB combined L2 + L3 cache 
       Non-inclusive hierarchy 

   4 x Memory Channels 
       DDR3-1600, 2 DPC 

   4 x HT3 Links 
        6.4 GT/s, 16 bits 
        12 GB/Sec, per link, per direction 

 
2xSocket Compute Node 
    HPL – 239 GFLOP / Sec  
    Stream – 73 GBytes / Sec 
 

   

 

1 
 H

T 
Li

nk
  

Interlagos 
16C / 32MB 

2  HT Links 

Interlagos 
16C / 32MB 

SR5690 I/O Hub 

4 Memory 
 Channels 

4 Memory 
 Channels 

2 x PCIex16Gen2 

1 
 H

T 
Li

nk
  

 
Proprietary ASIC 

 

 
Accelerators 

 

Optional Second 
SR5690 I/O Hub 
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16 bit CC HT Link 16 bit  non-CC HT Link 

Detailed 2 Socket HT3 Interconnect   

 
 
 
 
 
 
 
 
 

Interlagos 
16C / G34 

 
Die 1 

 

 
Die 0 

 

 
 
 
 
 
 
 
 
 

Interlagos 
16C / G34 

 
Die 1 

 

 
Die 0 

 

Multichip Module 
   

     Each Interlagos CPU has 2 silicon die 
          One master, one slave 
          Appears as 2 x 8C ‘NUMA Nodes’ to OS 
          Leverages a single design effort 
          Preserves 4 x HT link system arch  
 
2 x HT Links Between CPUs 
     Implemented as a ‘box’ + ‘diagonals’ 
      The diagonal links are half width 
         
NUMA Aware Programming 
      Extends inside each socket 
       
 
 

Cray Gemini SR5690 I/O Hub 

8 bit CC HT Link 
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An OS View of ccNUMA   

 
 
 
 
 
 
 
 
 

Interlagos 
16C / G34 

NUMA 
Node 

B1 

NUMA 
Node 

B0 

 
 
 
 
 
 
 
 
 

Interlagos 
16C / G34 

NUMA 
Node 

A1 

NUMA 
Node 

A0 

NUMA ‘Node’ 
     A group of cores with  the same latency to a given 

pool of memory 
     E.g., a memory controller and its nearest cores 
 
NUMA Distance 
     The number of hops between NUMA nodes 
 
Linux API 
     Linux provides an API to control NUMA memory 

allocation, thread / process placement etc 
     See <numa.h>, see numactl command  
 
Linux Default Policy 
     ‘Allocate locally on first touch’ 
      Memory is allocated only when initialized 
      It is allocated on the memory controller 
        closest to the initializing thread,  
        e.g. on the NUMA Node for that core 
      
 
 
 

Cray Gemini SR5690 I/O Hub 

Socket A Socket B 

16 bit  non-CC HT Link 16 bit CC HT Link 8 bit CC HT Link 
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Titan Compute Node:  Cray Xk6  (1 x G34 Socket)   

1xG34 Socket 
   16 x Next Gen Bulldozer Cores   

   16MB combined L2 + L3 cache 
   4 x Memory Channels 
 

1 x GPU 
     Nvidia Fermi / Kepler 
 

    
 

   

 
HT Link 

HT Link 

Interlagos16C / G34 
 
 
 

SR5690 I/O Hub 

4 Memory 
 Channels 

1 x PCIex 16Gen2 

Cray Gemini GPU 



Up to 33% Memory Throughput Increase 
Over Previous Generation Processors 
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AMD Opteron™ 
6100 Series 
Processor 

“Interlagos” 

Baseline 
Memory 

Controller 
Throughput 

Increased Clock Speed Memory 
 Up to 20% performance increase 
 1600MHz DDR-3 memory support 

New Redesigned Northbridge Controller 
 Up to 13% memory performance increase 

Better stride recognition 
More aggressive prefetching 
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APPLICATION POWER MANAGEMENT (APM) 

– Lots of apps consume less power than maximum 
– Exploit this power headroom for performance 
– Digitally measure application activity to determine operating point 
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AMD TURBO CORE™ TECHNOLOGY 
 

Base frequency with 
TDP headroom 

All core boost activated 
(300-500 MHz) 

When there is TDP headroom in a given workload, AMD 
Turbo CORE technology is automatically activated and can 
increase clock speeds by up to 500 MHz across all cores. 

All 
Core 

Boost 
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FLEX FP: MORE FLEXIBLE TECHNICAL PROCESSING 
 
 

• No processing penalty 
for simultaneous 
execution 

Runs SSE and AVX simultaneously  

• Wider range of FP processing capabilities than 
competition 

Executes two SSE or AVX (128-bit) 
instructions simultaneously or one AVX 
(256-bit) instruction per Bulldozer module 

• Executes more instructions in fewer cycles than 
competition 

Processes calculations in a single cycle 
using FMA4 and XOP instructions 

• No waiting on integer scheduler to run instructions 
• Designed to be always available to schedule 

floating point operations 
Uses dedicated floating point scheduler  

More performance and new instruction support 
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THE NEW “BULLDOZER” INSTRUCTIONS | A CLOSER LOOK 

Instructions Applications/Use Cases 

SSSE3, SSE4.1, 
SSE4.2 
 

• Video encoding and transcoding 
• Biometrics algorithms 
• Text-intensive applications  

AESNI 
PCLMULQDQ  
 

• Application using AES encryption 
• Secure network transactions 
• Disk encryption (MSFT BitLocker) 
• Database encryption 
• Cloud security 

AVX 
 

Floating point  intensive applications: 
• Signal processing / Seismic  
• Multimedia 
• Scientific simulations 
• Financial analytics 
• 3D modeling  

FMA4 
 

• Vector and matrix multiplications 
• Polynomial evaluations 
• Chemistry, physics, quantum mechanics 

and digital signal processing 

XOP 
 

• Numeric applications 
• Multimedia applications 
• Algorithms used for audio/radio 

XOP and FMA4 instruction 
set extensions are AMD 
unique 128-bit and 256-bit 
instructions designed to:  
• Improve performance by 

increasing the work per 
instruction  

• Reduce the need to copy 
and move around register 
operands 

• Allow for some new cases 
of automatic vectorization 
by compilers 

* http://blogs.amd.com/developer/2009/05/06/striking-a-balance/ 
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XOP AND FMA4 | A CLOSER LOOK 
 

For more details: AMD64 Architecture Programmer’s Manual Volume 6: 128-Bit and 256-Bit XOP and FMA4 Instructions   
http://support.amd.com/us/Embedded_TechDocs/43479.pdf 

Provides three- and four-operand non-
destructive destination encoding, an 
expansive new opcode space, and 
extension of SIMD floating point 
operations to 256 bits.   
• Horizontal integer add/subtract 
• Integer multiply/accumulate 
• Shift/rotate with per-element counts 
• Integer compare 
• Byte permute 
• Bit-wise conditional move 
• Fraction extract 
• Half-precision convert 

Performs fused multiply–add (FMA) 
operations. The FMA operation has the 
form d = a + b x c. FMA4 allows a, b, c 
and d to be four different registers, 
providing programming flexibility. 
• A fast FMA can speed up computations 

which involve the accumulation of 
products  

XOP Overview (AMD Unique) FMA4 Overview (AMD Unique) 
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SSE VS. AVX VS. FMA4 
 

SSE AVX FMA4 

2 operands 3 operands 4 operands 

a = a op b c = a op b d = a + b * c 

SSE 
     Destroys operand a, so it is often saved to another register first 
AVX 
     Requires two instructions to implement fadd(c, fmul(a, b)) 
FMA4 
     Single, non-destructive, instruction for fadd(c, fmul(a, b)) 
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A SHORT LIST OF SOFTWARE OPTIMIZATION 
RECOMMENDATIONS 
Cray has performance tuning experts . . . 
     Use them and use the Cray tools 

Cray has high performance math libraries 
     Use them whenever possible 

Memory Management 
     NUMA Awareness is critical  
          Allocate local to a die, avoid remote memory access across HT links 

FMA4 
     Use FMA rather than fmul + fadd, max flop/clk & decrease issue pressure 

 Tight Code 
     Re-use registers as much as possible, unroll loops 
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SOFTWARE OPTIMIZATION GUIDE FOR AMD FAMILY 15H 

Roughly 350 pages, much aimed at compiler writers 

The SWOG’s Key List (Page 22) 

developer.amd.com / docs / guides 
pdf #47414, Rev 3.06 January 2012 
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RESOURCES 

Cray Performance Experts / Cray Tools 

     Cannot over-emphasize this 

http://developer.amd.com 

     Software Optimization Guide for AMD Family 15h Processors 
          Rev 3.06, January 2012, pdf 47414, under docs / guides 
          Chapter 2 has a summary of the micro-architecture 
          Appendix B has instruction latencies, Appendix C has NUMA material 

     BIOS & Kernel Developer Guide (BKDG) 

     AMD64 Arch Programmer’s Manual Vol 4: 128 & 256 bit Media  Instructions 

     ACML (AMD Core Math Library) 

     CodeAnalyst – profiling tool 
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THANK-YOU 

Questions ? 
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