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Intro to OpenACC 

Heterogeneous Computing Using 
Accelerators at ORNL 
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OpenACC Info 

• OpenACC was developed by PGI, Cray, CAPS 
and Nvidia 

• Specification 1.0 released Nov 2011 
 



OLCF Fall User Training 2012 

http://www.openacc.org 
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Heterogeneous Computing 
CPUs: designed to multitask. 
GPUs: designed to single task 

 
4
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How to Accelerate Applications 

Application 
Directives 

Libraries 

Programming 
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Libraries 
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CUDA kernel 
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OpenACC Directives 

• Compiler directives specify parallel regions 
• OpenACC compilers handle data between host 

and accelerators 
• Intent is to be Portable (Ind of OS, 

CPU/accelerators vendor) 
• High-level programming: accelerator and data 

transfer abstraction 
• Will merge with OpenMP (at some point) 
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Syntax 
C 
#pragma acc directive [clause [[,] clause]...] new-line  
Fortran 
!$acc directive [clause [[,] clause]...] 
Parallel Construct 
#pragma acc parallel [clause [[,] clause]...] new-line  
Data Constructs  
#pragma acc data [clause [[,] clause]...] new-line  
Loop Constructs  
#pragma acc loop [clause [[,] clause]...]new-line  
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Calculate Pi using OpenACC 
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OpenMP Example 
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OpenACC Example 
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Easy Enough Right? 
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Restrictions - Fortran 

• Upper bound for the last dimension of an 
assumed-size dummy array must be specified.  

• The compiler may pad dimensions of arrays on 
the accelerator to improve memory alignment 
and program performance.  

• Variables or arrays with derived type are 
treated specially (see manual) 

• Arrays must be contiguous 



OLCF Fall User Training 2012 

Restrictions – C/C++ 

• C and C++: the length for a dynamically 
allocated array must be explicitly specified.  

• The compiler may pad dimensions of arrays on 
the accelerator to improve memory alignment 
and program performance.  

• Variables or arrays of struct or class type are 
treated specially (see manual) 
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Summary 

• Easy to use 
• Obtain free trial of PGI compiler at  
http://www.pgroup.com 
 

http://www.pgroup.com�
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Execution Time (s) Speedup vs. 1 CPU 
thread 

Speedup vs. 4 CPU 
threads 

CPU 1 thread 34.14 -- -- 

CPU 4 threads 21.16 1.61x 1.0x 

GPU (OpenACC) 5.32 6.42x 3.98x 
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