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A Global Sf)lutlon for Many-Core OAK  aps™
Programming et o

National Laboratory

* A single offer including different software development
tools

« Based on the porting methodology developed by CAPS

* |nvolving partners to answer needs

allimea oot

the distributed debugging tool

cULA|tools
AArrayFire

4/17/12 www.caps-entreprise.com 3



CAPS porting methodology overview %Ribce cars™

National Laboratory

Profiling HMPP Workbench

CPU analysis HMPP Wizard &
Debugger Feedback

HMPP Performance Analyzer
Performance analysis, fracing
Target specific optimized libraries

4/17/12 www.caps-entreprise.com 4



OAK 7
What tools do we need? RIDGE CAPS

National Laboratory

« A profiler: to detect where to spend time effectively for code porting

« Optimized libraries: to take advantage of optimized resources
already available on some architectures

* A debugger: to assist the development

« Tools to efficiently port the application to GPU

Provide the right tool at the right time

4/17/12 www.caps-entreprise.com 5



OAK Yy

DevDeck: current configuration RIDGE CAPS
: _
» | HMPP Compiler
% HMPP Wizard
Ql HMPP Performance Analyzer
§ a“inea - |
, | EULA|tools
g OR
AArrayFire

4/17/12 www.caps-entreprise.com 6



OAK Yy

CAPS: HMPP Workbench RIDGE CAPS

National Laboratory

* A Directive-based Programming Model for C/C++/
FORTRAN

o They address the remote execution of functions or regions of code
on many-core accelerators

o And the transfer of data to and from the target device memory.

* A Source-to-source Compiler with CUDA and OpenCL Back-
ends

o Front-end: C/C++/Fortran (based on Intel, GNU, PGl, ...)
o Back-end: CUDA & OpenCL

* A Runtime to Manage Data & Workload Distribution

 Works with HMPP/HMPPRPCG directives

o OpenACC directives (soon)

4/17/12 www.caps-entreprise.com 7



Allinea DDT - Debugging Tool for

CPU/GPU

* Debug your kernels:

o Debug CPU and GPU
concurrently

« Examine thread data
o Display variables

* Integrated with HMPP

o Allows HMPP directives
breakpoints

o Step into HMPP codelets

4/17/12

Session Control Search View Help

OAK
RIDGE CAPS

National Laboratory

[r[o B4 3 REEEEIA-D-

jJFocus on current: & Process ¢ Thread |7 Step Threac

gether |ste

=

B CO00000000E0a

CUDA Threads (hmpp_codelet_sgemm__loop2D_1)

Project Files & X

¥ sgemm.fo0 (£ | ® mysgemm_cuda.hmc.cu [ | H CcuDAIntrinsics.h [ I

Block | 0 3: 0 3: Thread | o 3: 0 3: l ) E Go lGrid size: 32x256 Block size: 32x4x1
Locals | CuJLl

3‘1‘ LunIALIS 2| |Locals B X
& Project Fles 42 '$hmpp mySgemn codelet, target=CUDA, args[mout].io=inout, args[ml:m2;mout;n;alpha;betal.const=tru | Variable I| Value
rRAE -1? SUBROUTINE sgemnm(n,ml,m2,alpha, beta, mout) Iph. 0x2
9 Source Tree THPLICIT NONE alph... X
) Header Files .1=» INTEGER, INTENT (IN) n -beta... 0x2
+- H CUDAIntrinsics.h 46 REAL(4), DIHENSION(n,n), INTENT(IN) ml h... 102
E.8 47 REAL(4), DIHENSION(n,n), INTENT(IN) m2 -
8 Source:filcs 45 REAL(4), INTENT(TN) alpha -i2 0
+ @ mysgemm_cuda.hme.cu -19 REAL(4), INTENT (IN) beta -j2 0
w[ TR | SO REAL(4),  DIMENSION(n,n), INTENT(INOUT) :: mout 2 0
51 =
52 INTEGER i,j,k -ml 0x2
53 REAL(4) prod m2 ox2
54
55 'shmppcg gr1d1fy 1,7 -mout 0x2
56 I])a s ‘n 0x2
i=1,n
prod=0.0 n_11 oxfi
DO k=1,n gprod 1 0
prod = prod + m1(i,k) * m2(k,j)
ENDDO
mout(i,j) = alpha * prod + beta * mout(i,j)
ENDDO
ENDDO
END SUBROUTINE M| K ﬁ
KT — | *|  [pe: @register _zZz¢
| Breal | Tracepoil Tracepoint Output  Stacks | Kernel Progress View | Evaluate & x
Stacks & X || Expression |Va|ue |
GPU Threadl Function |
) JRiclor
mpp_codelet__sgemm__loop2D_1 (mysgemm_cuda.hmc.cu:40)
Ready

www.caps-entreprise.com
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CULA GPU-accelerated linear RO%GE caps™

algebra library Ly

CULA is a GPU-accelerated linear algebra library CULA R14 (CUDA 4.1)
that utilizes the NVIDIA CUDA parallel computing =

LAPAC
architecture to dramatically improve the » Eamiliar LAPACK interface L-AP-A C-K
computation speed of sophisticated mathematics. » C/C++ & FORTRAN oAb s
Used by thousands of developers and engineers » 170+ Routines kAL B
worldwide, CULA is #1 in ease of use, » Cross platform support L-A-P A C-K
functionality, and performance. » Linux, Windows, Mac OS X

MATLAB Acceleration Supercomputer Speeds

Performance 7x of Intel’s MKL
LAPACK. To view performance
charts: www.culatools.com

» Seamless integration with
new link interface in R14

4/17/12 www.caps-entreprise.com 9



Accelereyes-accelerated linear OAK

. RIDGE caAPs
algebra library ooy
4 ArrayFire\

(A

C, C++, Fortran,

K & Python /

ArrayFire is a fast software library for GPU computing with an easy-
to-use API. Its array-based function set makes GPU programming
simple. ArrayFire is available for C, C++, Fortran, and Python and
integrates with AMD, Intel, and NVIDIA hardware.

ArrayFire is simple. A few lines of code in ArrayFire can replace
dozens of lines of raw GPU code, saving you valuable time and
lowering development costs. No need to waste time with building
block functions. Plug-in ArrayFire and jump start your code!

reductions convolutions interpolate & scale
* sum, min, max, count, e 2D,3D,ND * vectors, matrices
prod * rescaling
* vectors, columns, rows,
etc
FFTs _
- 2D, 3D, ND sorting

* along any dimension

. e sort detection
dense linear algebra

« LU, QR, Cholesky, image processing

4/17/12

SVD, Eigenvalues,  filter, rotate, erode,

Inversion, Solvers,
Determinant, Matrix
Power

dilate, morph,
resize, rgb2gray,
histograms

www.caps-entreprise.com

and many more...
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Accelerated linear algebra library using OAK -
HMPPAIt RIDGE A7

National Laboratory

* Accelerated library to improve the computation speed of
sophisticated mathematics (FTT, LAPACK, ...)

« Take advantage of optimized libraries that already exist
« Keep a unique version of the code for these library call

* Can be used with HMPP ALTernative directives
« Bring interoperability between HMPP code and GPU libraries

Example of use with HMPP ALT Directives

! Regular call of the CPU version of sgeqrf
CALL sgeqgrf (M1, N1, Al, LDA1, TAUl, WORK1l, LWORK1l, INFO);

! Implement sgeqrf using CULA for large matrices only
! SHMPPALT CULA call, name="sgeqrf”, cond="M*N>1000000"
CALL sgeqrf (M2, N2, A2, LDA2, TAU2, WORK2, LWORK2, INFO)

11/14/2011 www.caps-entreprise.com 11



CAPS: HMPP Wizard & Performance OAK e
RIDGE CAPS
A n a I yze r National Laboratory

Help you to make your code Many-Core Friendly

 Play the role of a programming manual for Many-Core
software development

 Bring in the same tool different perspectives/views of the
code performance

* Focus on the most important performance issues
o Gather information at compile and run time

o Infer pertinent feedbacks from the compilation and the execution of
the application

4/17/12 www.caps-entreprise.com 12



CAPS: HMPP Wizard & Performance OAK o

RIDGE CAPS
Analyzer

o QOffer different levels of information:

o Static:

* Analysis of the source code
* Take into account HMPP Code Generation directives

o Dynamic:
« CPU profiling
» Feedback on GPU execution with the Performance Analyzer

« 2 kinds of analysis

o Inside HMPP code: guide the optimization of the code (advice)

o Outside the HMPP code:
» Provide information on potential parallel loops
 Library usage opportunity

4/17/12 www.caps-entreprise.com 13



HMPP Wizard & Performance OAK e

RIDGE CAPS
Analyzer

« Command line
$ hmppReport —tools=[Tools] -o [OutputDirectory] <Usual Compilation Line>

 List of supported tools:
o WIZARD Analyze the application and provide some advice
o GPROF Profiling analysis by using GNU profiler
o PERFANALYZER To get feedback about the GPU execution

* Then get the consolidated results with an HTML report:
$ hmppReport --build -o [OutputDirectory]

4/17/12 www.caps-entreprise.com 14



HMPP Wizard and Performance QAK  caps™
Analyzer '

 Visualize the result: ﬂ

$tirefox OutputDirectory/index.hm
 Different tabs available

EREE ENE
S =

€ > [:: file:///D:/ymevel/Windows_Da
WAL

Q Home 0') Execution Profile a Source files ? Advice £ Performance Analyzer Q Options m

Welcome to HMPP Wizard » Home

Summary of the Wizard results

Analysis Date 11/13/11 05:35:58

Source code languages [alba%)
= Fortran(1)

i 1383

Number of analyzed 50
functions

S e 4 Cile(s) 853 lines
= 1 Fortran file(s) 530 lines

Application File Functions

sample/data/src/mycode.c o initLoopAloi
o initLoop
o loopUnrolled
o loopStride2
o notParallel
o notPerfectlyNested
o notPerfectlyNestedFix1

4/17/12 www.caps-entreprise.com 15




OAK o

HMPP Wizard: CPU Profile view RIDGE CAPS

National Laboratory

« Detect CPU hot spots
* Provide a CPU performance overview

Welcome to HMPP Wizard » Execution Profile

11 Filters
Selectall Deselectall Toggle selection Search by name _
Execution Profile
Please select the execution profiles you would like to view. S ejctiin S N ENEA T S o B

Execution time - distribution by function A

Togele number of call 1 Back to top

Top 5 N
= sgemm@sgemm3-codelet.c
next 5 0.5999999791383701s #14 calls

[77 all functions

init@sgemm3-codelet.c Accumulated execution time
0.049999998882412994s #4 calls 07 -~
120
- walldock@sgemm3-codelet.c 05 ‘ e
Run 1 - 11/13/11,05:35:49 05 #112 calls r
@ Fo%
hmpp_sgemmiii 2 ol Fa4 S
codelet.c = L, =
o [ 90% - 100% s 21 cals 2 0a ne
F= [ o
3 £
getSizes@sgemm3-codelet.c 9 02 Tl e
o 70% - 90% 0s #4 calls 3 ks
0.1 24
’ F12
o [0 50% - 70% 4 0
& o o o
o« ! @a‘é‘# P q}eé\
R
o™
2
«F

Locations

4/17/12 www.caps-entreprise.com 16



. . OAK 7 4
HMPP Wizard: source code view RIDGE CAPS

National Laboratory

 file-by-file synthesis view

@) HMPP Wizard : Source code - Moril

Eichier] ditiog Affichage Historique Marque-pages Outils 2

| I HMPP Wizard :: Source code +

1 file:///D:/ymevel/Windows_Data/Wizard/LastReport/Last/reportMatrixFilter/assets/html/ui 7 ~ C'] ::'- Google

Q Home 0‘) Execution Profile a Source files 9 Advice £ Performance Analyzer O Optiris

Welcome to HMPP Wizard » Source Code

= Results

Open selected files  Close opened files

filter_matrix-2.f90

filter_matrix-2.f90 @line 126 - process_matrix [5 nests] 5 advices
filter_matrix-2.f90 @line 186 - fill [1 nests] 1 advices

time.c

time.c [multiple files] - wtime_

filter_matrix-1.f90

filter_matrix-1.f90 @line 126 - process_matrix [4 nests] 4 advices
[Vl filter_matrix-1.f90 @line 180 - fill [1 nests] 1 advices

filter_matrix-0.f90

filter_matrix-0.f90 @line 126 - process_matrix [3 nests] 3 advices
filter_matrix-0.f90 @line 175 - fill [1 nests] 1 advices

4/17/12 www.caps-entreprise.com 17
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HMPP Wizard: advice view RIDGE CAPS

National Laboratory

Help to make your code GPU-friendly

Open selected diagnosis  Close opened diagnosis

Too low compute density

° D ete Ct pote n tl a I G P U |SS u eS sample/data/src/mycode.c @line 25 - Advice2: The computation density is low.

sample/data/src/mycode.c @line 55 - Advice3: The computation density is low.
sample/data/src/mycode.c @line 72 - Adviceé: The computation density is low.
sample/data/src/mycode.c @line 89 - Advice8: The computation density is low.
sample/data/src/mycode.c @line 106 - Advice9: The computation density is low.
sample/data/src/mycode.c @line 109 - Advice10: The computation density is low.
sample/data/src/mycode.c @line 125 - Advice11: The computation density is low.
sample/data/src/mycode.c @line 144 - Advice13: The computation density is low.
sample/data/src/mycode.c @line 182 - Advice16: The computation density is low.
sample/data/src/mycode.c @line 193 - Advice19: The computation density is low.

* Provide tuning advice
o Check memory access

e o

p atte rns sample/data/src/mycode.c @line 236 - Advice22: The computation density is low.
sgemm3-codelet.c @line 21 - Advice49: The computation density is low.
o Improve para”ellsm 10 function call from <stdio.h>
sample/data/src/mycode.c @line 15 - Advice1: A forbidden call to the |0 function "rename" has been detected insi
o @

offloaded to an accelerator.

Large memory access stride

sample/data/src/mycode.c @line 55 - Advice4: The computation of A uses large access strides (loop j). Large acces

[ 1 Ann mauv nat ha narallal

 Take into account HMPP
Code Generation directives

4/17/12 www.caps-entreprise.com 18



. . . OAK o
HMPP Wizard: advice view (example RIDGE CAPS

National Laboratory

Welcome to HMPP Wizard » Advice Results

© Advice54

Close this tab

88 double t_createl = ctkRealTimer();
89 pr2c = fftw_plan dft_r2c_ld(n, idata_real,
FFTW_ESTIMATE) ;

920 pc2r = fftw_plan_dft_c2r_1d(n, odata_intg
FFTW_ESTIMATE) ;
91 —double t_create2 = ctkRealTimer ( HMPP-AL]Y-FFT/VERSION1

gz /exec_DJZ_72D.c @line 95 - Advice54: A
94

s :;:i:x:;:::‘:;i;i;ﬂ "fftw_expcute” has been detected inside

96 double t_exec_pr2c2 = ctkRealTimer(); a functign.

odata_intermed

Detected potential issue

fediate, odata_real CPU

kRealTimer () ;

- . . Advice

g9 double t_filterl = ctkRealTimer();
100 filter(n, (double _Complex *) odata_ intermediate, cf);

131 double t_filter2 = ctkRealTimer(); Consider using an optimized library for
102 i »
104 double t_exec_pc2rl = ctkRealTimer(); o™ proxy.
11 for (i = 1; i < M-1; ++i) // 2
12 1
13 for (3= 1; § <N -1; ++j) // 1 Detected potential issue
14 {
15 int a = rename(a, A); sample/data/src/mycode.c @line 25 -
i_‘; ; Bl ag Advice2: The computation density is low.
18 } s
19 } Loop Statistics
20
21 fpragma hmpp initLoop codelet, target=CUDA o Number of array access: 1
22 void initLoop(int M, int N, real A[N][M]) o Number of operat'ionS' 2 including
23 | :
24 int i, j; 0 flops
25  for (i =1; i < M-1; ++i) // 2 o Number of intrinsic operations: 0
26 { including 0 flops
27 for (j = 1; j < N -1; ++3) // 1 >
29 A[i-1][3-1] = 3.14 ; fgmoredetmls, cl1ck///here
30 } ' —_—
a1 ¥ Advice
32}
33 )
34 fpragma hmpp loopUnrolled codelet, target=CUDA o The computation may fetch few

4/17/12 www.caps-entreprise.com 19



Performance Analyzer view

« GPU execution Feedback
o Based on CUDA profile
o Several executions may be necessary to collect all the information

« Synthetize metrics based on GPU execution profile

Performance Analyrer £} Opticns

4/17/12

SESEEEEEEEEERE:L

\' Performance Metrics
" Synthetic metrics
Grid description
Average gpu execution time
Global memory read throughput

Fromline 143 to 152

OAK

RIDGE CAPS

National Laboratory

nel #1: 26 6% of the execytion time

£rid 29x15-435 blocks, thread block size of 16x16x1, 111360 threads

www.caps-entreprise.com

© Grid: 20 Loop gridification
© GPU execution time: 359363us
© Kernel name:

void hmpp_codelet__process_matrix_loop0_c 16u, 16u, (unsigned
short)24, short)0, short)8, short)16>
(double*, double”)

e (UDAhemdn'l!

L3Shmpp_codetet__process_motrix_loopO_fLj16EL) 16ELt24ELLOEL tSELE

© Kernel #2: 2.3% of the execution time

o G 20 Loop gridification
© GPU execution time: 31556.4us
0 Kernel name:

void hmpp_codelet __process_motrix_loop_<16u, 16u, (unsigned
short)24, short ), short)8, short)16>
(double®, double*)

© CUDA kernel name:

_235hmpp_codetet__process_motrix_loop1_ILj16EL16ELt24ELIOELLSELL

FromUine 156 to 171

Tune your Codelet
for Your Hardware

7 4



MyDevDeck: online web resources

OAK 7
RIDGE CAPS

National Laboratory

* Online Web resources completed by CAPS

| {7} Too Low compute density | My DevD... x ﬂ

Home HMPP Wo ch Wizard  Many-core Programming Concepts  Contact Us

Too Low compute density

Symptom:

Computation density is low.

Suggestion:

Upload once and then keep your input data on the accelerator to get performance.
Explanation:

Low compute density kemnel may be inefficient in such cases:

= The input and output data have to be transfered between the CPU ans the GPU at each execution. The
speed is then limited by the low PCIx bus speed;
= The kernel speed is limited by the speed of the memory access. To ensure a fast code memory, accesses

4/17/12 www.caps-entreprise.com

©) DevDeck

Global Solution for Manycore Programming

4
by cArPs

My DevDeck

My DevDeck is a website dedicated
to the DevDeck product, distributed
by CAPS entreprise.

Pages

= HMPP Workbench

= Wizard

2D Convolution Pattern

2D Gridification not Performed
due to Non Nested Loop

Bad Memory Coalescing
Conditional Statements Inside a
Kernel

Inappropriate Control Structure
Induction Variable not Found

= Daduntian Incida a Karmal

21



. OAK
Perspectives RIDGE CAPS

National Laboratory

o GPU management
o Kernel execution
o Data transfer

4/17/12 www.caps-entreprise.com 22



Global Solution for Many-Core OAK

RIDGE CAPS

Programming oo Laborry
« Asingle package with software « Based on the porting
development tools methodology and CAPS
guideline
@ DeVDeCk o MyDevDeck: Online web
resources

CAPS

4/17/12

debugger

libraries

_ o Dedicated CAPS expertise
HMPP Compiler
HMPP Wizard gect Port ),
HMPP Performance Analyzer

N
O
6\ rofilin 1l \ %
B & i HMPP Wi P
S |zard & )
a e Feedback c

allinea dot

the distributed debugging tool

=
HMPP Performance Analyzer
Performance analysis, tracing
Target specific optimized libraries
Debugger

CJLAd|tools

;. -cﬁ"\
128 your GPGPU 20™"

_ A Arr ayFire For NVIDIA CUDA & Linux

www.caps-entreprise.com 23
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DevDeck Developer Licensing &
Support

HMPP Hybrid Compiler Perpetual License

Node-locked / single concurrent user

HMPP Wizard
& Perpetual License
HMPP Performance Node-locked / single concurrent user
Analyzer
Allinea DDT Perpetual License
1 GPU max /2 CPUs / 8 Cores
*CULA Dense License One year subscription
Per computer basis
*ArrayFire One Year Subscription

4/17/12

2 GPU max

OAK

RIDGE CAPS

National Laboratory

First year included

First year included

First year maintenance
with first level support by
CAPS

First year maintenance
with first level support by
CAPS

Basic support on
Accelereyes Forum

*Devdeck Developer packages include either CULA or ArrayFire libraries

www.caps-entreprise.com

24



. OAK 7
DevDeck: Conclusion RIDGE CAPS

National Laboratory

 Added-value of the DevDeck: a methodology supported
through the integration of state-of-the-art products
(programming, debugging, profiling tools and libraries)

 ldeal support for the Many-core porting methodology

* Help at all stages of the development for a better productivity

4/17/12 www.caps-entreprise.com 25



OAK ol
Accelerator Programming Model %RIDGE CAPS

National Laboratory

Directive-based programming GPGPU Manycore programming

Hybrid Manycore Programming

Parallel computing HPC open standard
Multicore programming

Hardware accelerators programming
High Perfformance Computing

Parallel programming interface
Massively parallel

OpenACC.

DIRECTIVES FOR ACCELERATORS
vasnier Jean-Charles
jvasnier@caps-entreprise.com

Bldg 5700 G-220

http://www.caps-entreprise.com
http://twitter.com/CAPSentreprise




